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Abstract 
The scarcity and diversity of resources among the devices of heterogeneous computing environments may 
affect their ability to perform services with specific Quality of Service constraints, particularly in dynamic 
distributed environments where the characteristics of the computational load cannot always be predicted in 
advance. Our work addresses this problem by allowing resource constrained devices to cooperate with more 
powerful neighbour nodes, opportunistically taking advantage of global distributed resources and processing 
power. Rather than assuming that the dynamic configuration of this cooperative service executes until it 
computes its optimal output, the paper proposes an anytime approach that has the ability to tradeoff 
deliberation time for the quality of the solution. Extensive simulations demonstrate that the proposed anytime 
algorithms are able to quickly find a good initial solution and effectively optimise the rate at which the 
quality of the current solution improves at each iteration, with an overhead that can be considered negligible. 
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1 Introduction

Several real-time applications have the ability to provide higher or lower levels
of quality based on the amount of available resources. However, an increas-
ing number of those applications need a considerable amount of computation
power and are pushing the limits of traditional data processing infrastructures
as they introduce heavy resource requirements on the client side [1].

This calls for an architecture that supports the distribution of the processing
task to different nodes in order to meet acceptable non-functional requirements
such as timeliness, robustness, dependability, performance, etc. This is where
Quality of Service (QoS) applies and the reason for the increment on work on
QoS management during the last years.

The possibility to partition resource intensive services into tasks and dis-
tribute them across the subset of neighbours that provide service closer to
each user’s QoS preferences can benefit a wide range of application domains
as an increasing number of real-time applications need a considerable amount
of computation power. Consider, for example, the real-time stream processing
systems described in [2; 3; 4]. The quantity of data produced by a variety of
data sources and sent to end systems to further processing is growing signifi-
cantly, increasingly demanding more processing power. The challenges become
even more critical when coordinated content analysis of data sent from mul-
tiple sources is necessary [3]. Thus, with a potentially unbounded amount of
stream data and limited resources, some of the processing tasks may not be
satisfyingly answered [4].

Our work addresses these increasingly complex demands on resources and
performance requirements, reflected in multiple attributes over multiple qual-
ity dimensions in dynamic distributed systems where the characteristics of
the computational load cannot always be predicted in advance, by allowing
resource constrained devices to cooperate with more powerful (or less con-
gestioned) neighbour nodes, opportunistically taking advantage of global dis-
tributed resources and processing power. This will be achieved via the for-
mation of temporary groups of individual nodes, which, due to their higher
flexibility and agility, are capable of effectively respond to new, challenging,
requirements. We call these groups coalitions.

Furthermore, since different users of the same application may have different
service preferences or device-related constraints, supporting the maximisation
of those preferences while offloading service execution is a key issue. This
paper proposes a method for finding and selecting the best subset of service
providers among the set of neighbour nodes according to each user’s particular
QoS preferences, taking advantage of global resources and processing power
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through a cooperative service execution.

It is clear that such distribution presents very significant challenges, particu-
larly at the architectural level. Distribution in a heterogeneous environment
demands a global approach to achieve efficient resource usage that constantly
adapts to devices’ specific constraints, nature of executing tasks (hard real-
time, soft real-time, non real-time) and dynamically changing system condi-
tions. Major developments are required in the fields of communications pro-
tocols, data processing and application support. Our goal is to develop an
architecture which enables the creation of a new generation of nodes that can
effectively network together, providing a flexible platform for the support of
distinct network applications.

We are primarily interested in dynamic scenarios where new tasks can appear
while others are being executed, the processing of those tasks has associated
real-time execution constraints, and service execution can be performed by
a coalition of heterogeneous neighbour nodes. Such scenarios may prevent
the possibility of computing optimal resource allocations before execution.
Instead, nodes should negotiate partial, acceptable service proposals that can
be latter refined if time permits. Moreover, taking the cost of decision-making
into account is not an easy task, since the optimal level of deliberation varies
from situation to situation. It is therefore beneficial to build systems that can
tradeoff computational resources for quality of results.

This paper reformulates the distributed resource allocation problem as an
optimisation problem in which there are a range of acceptable solutions with
varying qualities, extending the work reported in [5]. The proposed distributed
service allocation adapts itself to the available time that is dynamically im-
posed as a result of emerging environmental conditions and exploits the fact
that the nodes within the system are cooperative. The QoS optimisation can
be interrupted at any time, providing a solution and a measure of its quality
which is expected to improve as the run time of the algorithms increase. This
ability to create temporary solutions and incrementally improve them both
locally and globally allows the integration of unbounded computations into
real-time systems.

Meeting non-functional requirements while providing support for an efficient
execution of complex applications in dynamic real-time systems is very chal-
lenging. The system must guarantee predictable performance under specified
load and failure conditions and ensure graceful degradation when those con-
ditions are violated. This is strictly related to the capacity of controlling the
incoming workload, preventing abrupt and unpredictable degradations and
achieving isolation among services. The interaction between the proposed any-
time algorithms and an efficient overload control is discussed in detail in [6].
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The rest of this paper is organised as follows. The next section analyses related
work. Section 3 describes our model and used notation, followed by a detailed
description of the structure of the proposed framework for a QoS-aware coop-
erative execution of resource intensive services in Section 4. Section 5 presents
a generic QoS description scheme that guarantees information consistency and
compatibility in a community of distributed heterogeneous nodes. In Sections
6 and 7, the proposed anytime approach for a cooperative service execution’s
configuration that maximises the user’s satisfaction with provided service is
described and validated in detail. Section 8 presents the results of extensive
simulations conducted with the main objectives of analysing the performance
of the proposed anytime approach and comparing it against the traditional
versions of the algorithms. Finally, Section 9 concludes the paper.

2 Related work

Since in a large number of applications the quality of provided service directly
depends on the available amount of resources, providing support for an efficient
execution of complex applications on resource constrained devices is one of the
most interesting challenges in real-time systems.

Recent work in computation offloading proposes task partition/allocation schemes
that allow the computation to be offloaded, either entirely or partially, from
resource constrained devices to a more powerful neighbour [7; 8; 9; 10; 11; 12;
13; 14]. The authors conclude that the efficiency of an application execution
can be improved by careful partitioning the workload between a device and
a fixed neighbour. Often, the objective is to reduce computation time and
energy consumption by monitoring different resources, predicting the cost of
local execution and that of a remote one and deciding between local and re-
mote execution.

The computation offloading approach makes it feasible to have a set of het-
erogeneous computing devices working in a cooperative manner to tackle the
resource limitation problem. However, most of the work in this direction is
limited to the case where there is only on resource-limited device and one rel-
atively more capable to offload computation. Furthermore, a general coopera-
tive approach has only recently been addressed considering both performance
and users’ QoS preferences maximisation [15; 16]. Our preliminary work pro-
poses a system where heterogeneous nodes organise themselves into a coalition
for cooperative service execution, dictated by computational capabilities. The
proposed algorithms for coalition formation and service proposal formulation
return the best possible solution and are sound and complete. Both algorithms
iterate over a set of candidates C to produce the best possible solution S, ap-
plying an evaluation measure eval(ci) to each individual candidate ci.
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However, most of today’s real-time systems are required to work in dynamic
environments, where the characteristics of the computational load cannot al-
ways be predicted in advance. Nevertheless, response to events still have to
be provided within precise timing constraints in order to guarantee a desired
level of performance. This paper relaxes the assumption that the algorithms
can have all the time required to compute their outputs and improves our
distributed service allocation model with the ability to adapt itself to dy-
namically changing system conditions, introducing flexibility in the execution
times of the proposed algorithms.

For large and complex problems, finding the best possible solution may take a
long time and a sub-optimal solution that can be found quickly may be more
useful. For example, it is better for a collision avoidance system to issue a
timely warning together with an estimated location of the obstacle than a late
description of the exact evasive action. This idea has been formalised using
the concepts of imprecise computation and anytime algorithms.

Liu et al.[17] have recognised imprecise computation (for monotone tasks),
sieve functions (for non-monotone tasks) and multiple versions as the three
ways by which unbounded components can be integrated into real-time sys-
tems. Imprecise computation uses monotone functions to produce intermediate
results as a task executes. The value of these results is expected to improve as
the execution of the task continues. The computation required to produce a re-
sult with minimum quality forms the mandatory part of the task. Clearly, this
mandatory part must have a worst case execution time that is guaranteed by
the schedulability analysis. The rest of the task’s execution is called optional.
The optional part is (usually) an iterative refinement algorithm that progres-
sively improves the quality of the result generated by the mandatory part.
These concepts were integrated with replication and checkpoint techniques to
reduce the cost of providing fault tolerance and enhanced availability [18].

Anytime algorithms [19; 20; 21] are based on the idea that the computation
time needed to compute optimal solutions will typically reduce the overall
utility of the system. An anytime algorithm is an iterative refinement algo-
rithm that can be interrupted and asked to provide an answer at any time. It
is expected that the quality of the answer will increase (up to some maximum
quality) as the anytime algorithm is given increasing time to run, offering a
tradeoff between the quality of the results and computational requirements.
Associated with an anytime algorithm is a performance profile, a function
that maps the time given to an anytime algorithm (and in some cases input
quality) to the quality of the solution produced by that algorithm.

Changes in the availability of resources introduce a problem for a distributed
service allocation, since the optimal (or even a good) mapping of the appli-
cation depends on the system and its status. As such, the needed time to
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find the best possible solution for a cooperative service execution can only be
determined at run time. We propose anytime algorithms for a time-bounded
distributed QoS-aware service configuration in heterogeneous cooperative en-
vironments that takes into consideration users’ expressed preferences on the
provided level of service.

Traditional QoS optimisation algorithms often assumed that for a given in-
vocation of a task, the quality of provided service for a particular amount of
resources is constant. While this may be sufficient for some applications, there
are others (e.g. radar tracking, multimedia, etc.) where some environmental
factors outside the direct control of the system affect a fixed relationship be-
tween the provided level of service and resource requirements. A QoS manager
must react to these dynamic changes in the environment, adjusting the level
of provided service and reallocating resources efficiently.

The concept of online admission control has been applied to resource reser-
vation for dynamically arriving tasks. Several efforts appear in the context of
real-time operating systems research. Relevant work can be found in [22; 23;
24; 25].

Rather than changing the operative system or investigating any particular
application-dependant QoS policy we consider the design of adaptive QoS
middleware services on top of best-effort operating systems. The proposed
generic framework allows the definition of desired QoS parameters and how
these parameters may be degraded in case of overload.

In [26] the authors propose a mechanism for QoS negotiation as a way to
ensure graceful degradation in cases of overload, failures, or violation of pre-
runtime assumptions. They suggest that a user should be able to express in his
service request the spectrum of acceptable QoS levels, as well as a quantitative
perceived utility of receiving service at each of those levels, which are statically
mapped to certain quality choice combinations. We share the need of allowing
each user to specify his own QoS preferences but propose a more natural and
realistic way to base a service request on a qualitative measure. Our service
negotiation protocol dynamically determines the best possible compromise on
QoS and its relative utility based on user’s specified preferences.

An architecture for supporting the adaptive management of multiple resources
on a general purpose operative system is introduced in [27]. The work extends
a prior architecture for adaptation of the CPU bandwidth for QoS control
[28].

The QoS-based Resource Allocation Model (Q-RAM) [29; 30; 31] is an analyt-
ical approach for satisfying multiple QoS dimensions in a resource-constrained
environment. System resources are apportioned across multiple applications
such that the net utility that accrues to the end-users of those applications
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is maximised. The static resource allocation algorithms of Q-RAM have been
extended to support a dynamic task traffic model [32] and to handle non-
monotonic dimensions [33]. Further improvement techniques to reduce the
computation complexity of the initial proposal and their application to radar
tracking are described in [34].

Our approach to deal with a large number of dynamic tasks, multiple resources,
and real-time operation constraints is different. We consider a collaborative
environment populated with nodes with a significant degree of autonomy, ca-
pable of performing tasks and sharing resources with other nodes. When the
specific resource demand imposed by the user’s QoS preferences cannot be
satisfied by a single node, the proposed framework promotes the cooperation
between neighbours to fulfil that resource demand. Furthermore, the forma-
tion of such a coalition is influenced by each user’s specific QoS preferences
trying to maximise the utility for each particular user rather than the sum
of the utilities of all users. Most important, due to the high complexity of
an optimal distributed service allocation both global and local QoS optimisa-
tions are performed by anytime algorithms, imposing time constraints to these
computations.

3 Problem description and system model

Consider a distributed system formed by several nodes with a set of shared
resources R, where real-time and non real-time applications co-exist. Such an
environment is expected to be heterogeneous, consisting of nodes with several
resource capabilities. For some of those there may be a constraint on the type
and size of applications they can execute with users’ required quality of service.

Therefore, this work addresses a distributed cooperative execution of resource
intensive services in order to maximise each user’s satisfaction with achieved
QoS, addressing the increasing demands on resources and performance. Nodes
may cooperate either because they can not deal alone with resource allocation
demands or because they can reduce the associated cost of service execution
by working together.

Each service is assumed to have a set of parameters that can be changed
to configure its QoS and resource demands. Each subset of parameters that
relates to a single aspect of service quality is named as a QoS dimension. Let
Q be the set of user’s QoS constraints associated with service S. Each Qkj is
a finite set of quality choices for the jth attribute of dimension k. This can be
either a discrete or continuous set.
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There will be a set of independent 1 tasks T to be cooperatively executed,
resulting from partitioning a resource intensive service S. Correct decisions
on service partitioning must be made at run time when sufficient information
about workload and communication requirements become available [7], since
computation workload and communication cost may change with different ex-
ecution instances and different users. The underlying QoS-aware framework
negotiates with neighbour devices a cooperative execution of the resource in-
tensive application and selects a subset of those neighbours to form a coalition.
The basic coalition formation problem can be described as:

Given a set of nodes N and a resource allocation demand enforced by Q they
have to satisfy, if the resource demand cannot be satisfied by a single node
or when a single node handles the request inefficiently, the nodes should
cooperate to fulfil the resource demand. The selection of a subset of N to
perform a cooperative service execution of S should be influenced by Q,
maximising user’s satisfaction with provided service.

Various groups of nodes may have different degrees of efficiency in tasks’ ex-
ecution performance due to different capabilities of their members and their
current state. Coalition’s members selection is determined by the proximity
of service proposals with respect to expressed user’s multi-dimensional QoS
constraints. As such, nodes must be enhanced with the ability to propose and
evaluate multi-dimensional service proposals taking user’s constraints into ac-
count.

Rather than assuming that the coalition formation process can have all the
time it needs to compute its optimal output, we propose to achieve a time-
bounded distributed QoS-aware service configuration among available hetero-
geneous neighbours. For large and complex problems, finding the best possible
solution may take a long time and a sub-optimal solution that can be found
quickly may be more useful.

The participants in this anytime coalition formation process are the user’s
device and the subset of neighbour nodes that are capable to offer service at
least with the minimum quality level requested by the user. The user’s node,
playing the role of Organiser, starts and guides all the negotiation process,
broadcasting service requirements and evaluating received service proposals
sent by Respondent neighbours willing to belong to the coalition.

The Organiser node models each negotiation process through the tuple NegOrg =
{S, Q, L, H}, where S identifies the service under negotiation, Q the user’s
quality constraints associated to service S, L the list of neighbours that can
provide service S according to Q, and H is the negotiation’s history.

1 Dependence relations will be addressed in future work
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Each element of H groups information related to a single task Ti of service S
as Hi = {Propki, Evalki}, where Propki is the service proposal sent by node
Nk for task Ti, and Evalki is the evaluation value achieved by that proposal
according to the user’s QoS preferences.

Each Respondent node Nk models the negotiation process through the tuple
NegRsp = {Ti, Q, O, C}, where Ti is the description of a task of service S, Q are
the user’s quality constraints associated to service S, O identifies the Organiser
agent that started the negotiation process, and C is the comment sent by the
Organiser node to proposal Propki. This comment indicates if the proposal was
or was not selected for the cooperative service execution under negotiation.
Until the reception of this comment, the resource quantities reserved for the
formulation of service proposal Propki must be considered as unavailable and
cannot be used for the formulation of other service proposals in concurrent
negotiations.

This paper is focused in the dynamic formation of cooperative coalitions, tak-
ing the maximisation of each user’s specific QoS constraints into account. The
reader should refer to [2; 10; 3; 8; 7] as an example of work on applications’
partitioning schemes and to [29; 35; 36; 37] for representative works on inter-
pretation of QoS constraints and consequent mapping on resource quantities.
Both subjects are outside the scope of this paper.

4 Cooperative service execution framework

The objective of the proposed framework is to enable resource-constrained
devices to solve computationally expensive services by redistributing parts of
the service onto other devices, maximising user’s satisfaction with provided
service. Each node has a significant degree of autonomy and it is capable of
performing tasks and sharing resources with other nodes. A service can be
executed by a single node or by a group of nodes, depending on user’s node
capabilities and user’s imposed quality constraints. In either case, the service
is processed in a transparent way for the user, as users are not aware of the
exact distribution used to solve the computationally expensive services. The
framework facilitates the distribution of the resource intensive service’s tasks
across a community of nodes, forming temporary coalitions for a cooperative
service execution that maximise users’ QoS constraints. Figure 1 presents the
structure of the proposed framework, running on every node of the network.

In the proposed model, QoS-aware applications must explicitly request the
service execution to the underlying QoS framework, thus providing explicit
admission for controlling the system, abstracting from existing underlying dis-
tributed middleware and from the operating system. The model itself abstracts
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Fig. 1. Framework structure

from the communication and execution environments.

Central to the behaviour of the framework is the QoS Provider of each node,
which is responsible for processing both local and distributed resource re-
quests. Rather than reserving local resources directly, it contacts the Resource
Managers to grant specific resource amounts to the requesting task.

Within the QoS Provider, the Coalition Organiser is responsible for the coali-
tion formation process, atomically distributing service requests, receiving in-
dividual nodes’ proposals and deciding which node(s) will provide the service.
We consider the existence of an atomic broadcast mechanism in the system,
guaranteeing that all nodes receive the same service requests and proposals in
the same order.

The Local Provider is responsible for replying to service requests with ser-
vice configuration proposals, and for maintaining the state of node’s resource
allocations and services provided.

The System Manager maintains the overall system configuration, detecting
nodes entering and leaving the system, manages coalition operation and its
dissolution.

Each Resource Manager is a module that manage a particular resource. This
module interfaces with the actual implementation in a particular system of the
resource controller, such as the device driver for the network, the scheduler
for the CPU, or by software that manages other resources (such as memory).

One important characteristic of the framework is the ability of resource man-
agers to use each other, in order to allow systems to be built supporting QoS
requirements either from the point of view of the user (e.g. user-perceived
high quality), of applications (e.g. video frame rate) or of the system (e.g.
CPU cost). With the layering represented in Figure 2, an interactive applica-
tion can be more user friendly and easier to use by providing only high-level
user perceptive quality, whilst other applications can be programmed to use
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application-related QoS constraints.

Fig. 2. Resource managers’ layering

Although we consider a collaborative environment, proper resource usage must
be monitored in run time [38], in order to decide based on actual resource usage
of the system and not only on the resource usage assumptions of requesting
services. Then, the QoS adaptation mechanism should apply users’ preferences
to system’s resource usage information.

5 Expressing quality of service

There may be in the system several instances of an application used by many
different users. There is an increasing need for customisable services that can
be tailored to each user’s specific QoS requirements [4]. Furthermore, user’s
QoS requirements may even change throughout a session and the user should
be given the opportunity to make informed decisions about application’s adap-
tation [39].

Unfortunately, in most systems users do not have any real influence over the
QoS they can obtain or how their applications will adapt to environmental
changes, since service characteristics are fixed when the systems are initiated.
Since QoS is often multi-dimensional an user (or application) might want to
make some quality tradeoff, especially when available resources are scarce.
Therefore, it is to the user’s advantage to be able to specify his own QoS re-
quirements using an interface that allows implicit or explicit quality tradeoffs.

Adopting a common QoS description scheme guarantees information consis-
tency and compatibility for a community of heterogeneous nodes. Information
consistency is satisfied when each specific expression has the same meaning
for every node. Information compatibility is achieved when any concept is de-
scribed by the same expression, for all the nodes. Knowledge representation
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becomes an important issue in the context of QoS-aware cooperative service
execution as well.

The definition of a generic QoS scheme must include dimensions, attributes
and values, as well as relations that map dimensions to attributes and at-
tributes to values. It also must be extensible to support the later addition of
news terms and relations.

Such a scheme can be represented by the following structure

QoS = {Dim,Attr, V al, DAr,AV r,Deps}

where Dim is the set of QoS dimensions, Attr is the set of attributes identifiers
and V al is the set of attribute’s values identifiers.

Each value is represented by a tuple V ali = {Type, Domain}, where Type =
{integer, f loat, string}, and Domain = {continuous, discrete}.

The set of relationships DAr assigns to each dimension in Dim a set of at-
tributes in Attr and is defined as DAr : Dimi → Atr, ∀Dimi

∈ Dim.

The set of relationships AVr assigns to each attribute in Attr a specific value
in V al and is represented as AVr : Atri → V alk,∀Atri

∈ Atr, ∃1
V alk ∈ V al.

Deps defines the set of dependencies between attributes’ values. A dependence
between attribute i and attribute j is represented as Depij = f(V alki, V alkj),∀Attri, Attrj ∈
Attr.

Each application domain has its own QoS requirements. Using the generic QoS
scheme it is possible define the set of quality dimensions that are associated
with any particular application. As an example of this QoS description, a
video streaming application may define the following set of QoS dimensions
(the following list is not intended to be exhaustive):

Dim = {Video Quality, Audio Quality}

Attr = {color depth, frame rate, sampling rate, sample bits}

Val = {{1,integer,discrete},{3,integer,discrete},...,

{[1,30],integer,continuous},...}

DA Video Quality = {color depth, frame rate}

DA Audio Quality = {sampling rate, sample bits}

AV color depth = {1,3,8,16,24}

AV frame rate = {[1,30]}

AV sampling rate = {8,16,24,44}

AV sample bits = {8,16,24}

12



Having a QoS characterisation of a particular application domain, users and
service providers are now able to define service requirements and proposals
in order to reach an agreement about service provisioning. Such a service
configuration implies taking into account multiple quality attributes.

Attaching utility values to different issues helps to solve the problem of multi-
issue evaluation. However, it may be clearly infeasible to make the user specify
an absolute value for every quality choice. While we want a semantically rich
request to try to achieve a service closely related to user’s preferences, we also
want that a user be actually able to express his preferences in a service re-
quest. A more natural and realistic way is to simply impose a service request
based on a qualitative, not quantitative, measure. As such, a preference order
is imposed over the dimensions, its attributes and their values in every user’s
service request. The relative decreasing order of importance imposed in di-
mensions, attributes and values expresses user’s preferences, that is, elements
identified by lower indexes are more important than elements identified by
higher indexes.

Suppose that, in a remote surveillance system, video is much more important
to a particular user than audio. Assuming that for that user a grey scale, low
frame rate is fine for video, and he does not demand any dependence between
the values of the presented attributes, his request could be as follows:

1. Video Quality

(a) frame rate : {[10,7], [6,4]}

(b) color depth : {3, 1}

2. Audio Quality

(a) sampling rate : {16, 8}

(b) sample bits : {16, 8}

In the example above, video is more important than audio, and frame rate
is more important than colour depth in the Video Quality dimension. In a
similar way, the audio sampling rate is more important than the sampling
size. For each of these attributes, a preference order for the QoS values is as
well expressed. This way, preferences are clearly expressed without the need
to quantify with absolute terms every quality tradeoff.

Note that it is possible to define multiple intervals in decreasing preference
order for the user’s acceptable values of a particular attribute. The same is
possible for the QoS characterisation of a particular application domain. The
evaluation of user’s acceptability of each service proposal presented in the next
section can deal with this type of attributes’ definition.
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6 Coalition formation

A coalition formation process should enable the selection of individual nodes
that, based on their own resources and availability, will constitute the best
group to satisfy user’s QoS requirements associated with a resource intensive
service. By best group, we mean the group formed by those nodes who offer
service closer to user’s QoS preferences expressed in his request.

A service request is considered to be formulated through the relative decreasing
importance (K = 1 . . . n) of a set of n QoS dimensions. Furthermore, for each
dimension a relative decreasing importance order of attributes is also specified
(i = 1 . . . attrk), where k is the number of attributes of dimension K. Please
note that k and i are not the identifiers of dimensions and attributes in a
domain’s QoS description, but their relative position in user’s service request.

Given a user’s service request on node Ni for the execution of a resource
intensive service S with specific user’s QoS constraints Qi that cannot be
locally satisfied, the QoS Provider broadcasts the description of each task
Ti that can be remotely executed, user’s QoS constraints Qi as well as a
timeout ∆t for proposals reception. Each Ti can be determined by a task
partition/allocation scheme that dynamically considers the tradeoff between
local execution requirements and communication costs.

Every node Nj which is able to satisfy the request, formulates a proposal
according to a local QoS optimisation algorithm (see Section 7), and replies to
node Ni with proposal Pji and its local reward Wj, resulting from its proposal
acceptance. For now, it is suffice to say that local reward Rk is an indicator
of node’s local QoS optimisation, according to the set of services being locally
executed and their QoS constraints. How each node measures its local reward
will be detailed in Section 7.

Each admissible proposal 2 Pi is evaluated according to user’s QoS preferences
specified in relative decreasing order in his service request. For each QoS di-
mension, Eq. 1 determines an weighted sum of the differences between user’s
preferred values and the values proposed by a specific node to that dimension’s
attributes evaluates proposal’s distance to user’s request.

distance(Pi) =
n∑

k=1

wk ∗ dif(Qk) (1)

where n is the number of QoS dimensions and 0 ≤ wk ≤ 1 is the relative

2 A proposal is admissible if it can satisfy all QoS dimensions at least with the
minimum level requested by the user
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importance of QoS dimension k, Qk, to the user, and can defined as

wk =
n− k + 1

n
(2)

In Eq. 1, QoS dimensions are presented in relative decreasing order of impor-
tance to the user. This order is specified in user’s service request, encoding
user’s preferences in a qualitative way.

The degree of acceptability of each proposed attribute’s value, when compared
to the request one, is determined, considering continuous and discrete domains.

dif(Qk) =
attrk∑

i=1

wi ∗ |da(Propki, P refki)| (3)

where attrk is the number of attributes in dimension k.

In Eq. 3, the function da(Propki, P refki) quantifies, for an attribute i, the
degree of acceptability of the proposed value Propki, when compared to user’s
preferred value Prefki and is defined as

da =





Propki − Prefki

max(Qk)−min(Qk)
if continuous Qki

pos(Propki)− pos(Prefki)

length(Qk)− 1
if discrete Qki

(4)

If attribute i has a continuous domain, this quantification is a normalised
difference between the proposed value and the preferred one.

For discrete domains Eq. 4 considers the preferences attached to Propki and
Prefki by using their relative position in the application’s QoS requirements
specification. In [30] the authors use the notion of Quality Index, defining a
bijective function that maps the elements of a discrete domain into integer
values. We use a similar approach, by mapping the position (index) of that
attribute in the domain specification into Propki’s and Prefki’s scoring values.

When the definition of the possible values for some attribute of QoS dimension
Qk considers a set of intervals, Qk in Eq. 4 must relate to the particular interval
where Propki is found. In the same way, if the user’s acceptable values of an
attribute of dimension Qk considers a set of intervals, Prefki should be the first
value on the Propki’s interval and the relative importance of that interval on
user’s expressed preferences in decreasing order must be considered, similarly
to what is done to all the attributes and dimensions of user’s request.
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The best proposal is thus the one that presents the lowest distance to user’s
preferences, in all QoS dimensions, since it is the one that contains the at-
tributes’ values more closely related to user’s request.

6.1 Anytime global QoS optimisation

An anytime approach to the coalition formation problem implies trying to
quickly find a good initial solution and gradually improve that solution if time
permits. Furthermore, the increase in solution’s quality should be maximised
at each iteration. Relying in the order of proposals’ reception and perform a
sequential evaluation does not seems to be an effective approach. The selection
from the set of received service proposals of the next candidate proposal for
evaluation should be optimised to achieve the desired goal of maximising the
expected improvement in solution quality.

We propose to use the local reward achieved by a node as an heuristic to guide
the coalition formation process. Nodes with higher local reward have a higher
probability to be offering service closer to this particular user’s request under
negotiation. For each task Ti ∈ S, the next candidate proposal Pki selected
from the set of received proposals Pi is the one sent by the node Nk with the
greatest local reward Rk.

Pki|Pki ∈ Pi, max(Rk) (5)

The anytime coalition formation algorithm, seeking distributed QoS optimi-
sation by selecting those nodes that offer service closer to user’s preferred QoS
values, is described in Algorithm 1. Since the formation of a coalition is aimed
at maximising the benefits associated to a cooperative service execution, the
quality of each generated coalition can be measured by using the evaluation
values of the best proposals for each service’s task. At each iteration, Eq. 6
returns the quality of the achieved solution

Qcoalition =

⌊ |coalition|
|S|

⌋
∗
|coalition|∑

i=1

1−BestPi

|coalition| (6)

For an empty set of proposals the quality of the coalition is zero. Note that
the quality of the coalition is also zero, if there are not any proposals for one
or more tasks Ti of service S.

After building an initial coalition, the algorithm continues, if time permits, to
evaluate received proposals trying to improve the quality of the current solu-
tion. Some other node, while achieving a lower local reward, can still propose
a better proposal for the specific user’s service request under negotiation.
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Algorithm 1 Iterative coalition formation

while t < Maximum execution time do
for each Ti ∈ S do

Select next candidate proposal PKi, maximising local reward
EPki

= distance(Pki)
if BestPi

− EPki
> α then

BestPi
= EPki

Update coalition with Nk for task Ti

else if 0 < BestPi
− EPki

< α and RPki
> RBestPi

then
BestPi

= EPki

Update coalition with Nk for task Ti

end if
end for

end while
return coalition

Node’s local reward is also used to improve load balancing between cooperative
neighbours. Consider two proposals whose evaluation differ by an amount less
than α (this value can be defined by the user or by the framework). For a
particular user, the perceived utility will be equally acceptable if any one of
those nodes is selected for participating in the coalition. However, if one of
them has a lower local reward, it means that the previous set of tasks being
locally executed had to suffer an higher local QoS degradation in order to
accommodate this new task. Selecting the node with a higher local reward
from two similar service proposals, not only maximises service for a particular
user, but also maximises global system’s utility.

The algorithm terminates when all the received proposals are evaluated or if
it finds that the quality of a coalition cannot be further improved because the
local reward of each node that belongs to the current coalition is maximum.

6.2 Formal description of the coalition formation’s anytime behaviour

Coalition formation’s anytime behaviour can be formally described using the
set of axioms proposed in [40]. The authors propose to describe the anytime
functionality of an algorithm using four axioms, each of which describes a
different aspect of the anytime behaviour as follows:

Axiom 1 (Initial behaviour) There is an initial period during which the
algorithm does not produce a coalition for service execution

The algorithm does not immediately produces an intermediate solution, since
it must first analyse a proposal for each task Ti of service S. If t′ indicates
the duration of this initial step then, if interrupted at any time t < t′, the
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algorithm will return a coalition with zero quality.

∀t<t′ Qcoalition(t) = 0

Axiom 2 (Growth direction) The quality of a coalition only improves with
increasing run time

A coalition is only updated if a better proposal for any task Ti of service S is
found.

∀t′>t Qcoalition(t) ≤ Qcoalition(t′)

Axiom 3 (Growth rate) The amount of increase in coalition’s quality varies
during computation

The solution quality rapidly increases in the first steps of the algorithm and
its growth rate diminishes over time, as a result of the heuristic selection of
the next candidate proposal submitted to evaluation.

∀t′>t Qcoalition(t + 1)−Qcoalition(t) > Qcoalition(t′ + 1)−Qcolaition(t′)

Axiom 4 (End condition) After evaluating all candidate proposals the al-
gorithm achieves its full functionality

After evaluating all candidate proposals the anytime version of the algorithm
will produce exactly the same solution quality as its traditional version [15]
that only produces a solution with quality Q′

coalition at the end of computation.
If the time required to evaluate a candidate proposal is te, the total required
runtime of the anytime algorithm is the sum of all n evaluations.

Qcoalition(n ∗ te) = Q′
coalition

6.3 Conformity of the coalition formation algorithm with the desirable prop-
erties of anytime algorithms

Not every algorithm that can produce a sequence of approximate results is
a well-behaved anytime algorithm. According to Zilberstein [21] the desired
properties of anytime algorithms include the following features: measurable
quality that can be determined precisely, recognisable quality that can be easily
determined at run time, monotonicity of the quality of the result, consistency
of the quality with respect to computation time and input quality, diminishing
returns of the quality over time, interruptibility of the algorithm at any time
and preemptibility of the algorithm with minimal overhead.

The conformity of the proposed anytime coalition formation algorithm is
checked in the next paragraphs.
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Property 6.3.1 (Measurable quality) The quality of a coalition can be de-
termined precisely

Proof: According to Eq. 6 the quality of the proposed coalition can be calcu-
lated directly from the evaluation values of the best proposals found for each
service’s task, after each iteration of the algorithm.

¤

Property 6.3.2 (Recognisable quality) The quality of a coalition can be
easily determined at run time

Proof: Let S = T1, . . . , Tn be the service under negotiation for cooperative
execution, with a set of n tasks.

A coalition c is only updated to c′ when a better proposal for task Ti ∈ S
is found. The previous accepted proposal Pki, from node Nk to task Ti, is
replaced with Pk′i from node Nk′ , in the previously generated coalition c.

Let |c| be the size of the generated coalition to execute service S, EPk′i be the
evaluation value of the new proposal Pk′i, and EPki

be the evaluation value of
the old proposal Pki.

The quality of the updated coalition Qc′ can calculated by adding the quality
Qc achieved by coalition c to the weighted difference between EPk′i and EPki

.

Qc′ = Qc +
EPk′i − EPki

|c|

This makes the determination of the new coalition’s quality straightforward
and within a constant time.

¤

Property 6.3.3 (Monotonicity) The quality of the generated coalitions is
a nondecreasing function of time

Proof: Node Nk is only added to a coalition if and only if it proposes a better
service for task Ti, that is, if it is closer to user’s preferences than the best
proposal determined so far for task Ti.

The coalition formation algorithm always returns the coalition formed by the
best proposals evaluated until time t rather than the last evaluated service
proposals. According to Zilberstein [21], this characteristic in addition to a
recognisable quality is sufficient to prove the monotonicity of an anytime al-
gorithm.
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¤

Property 6.3.4 (Consistency) For a given amount of computation time on
a given input, the quality of the generated coalition is always the same

For a given amount of computation time ∆t on a given input of a set of service
proposals P and user’s QoS preferences Q, the quality of the selected coalition
for cooperative service execution is always the same, since the selection of
candidate proposals for evaluation is deterministic.

According to Eq. 5 the next candidate proposal Pki for evaluation for each
task Ti of service S is the one sent by the node that has achieved the greatest
local reward. As such, the algorithm guarantees a deterministic output quality
for a given amount of time and input.

¤

Property 6.3.5 (Diminishing returns) The improvement in the quality of
the generated coalitions is larger at the early stages of the computation and it
diminishes over time

The quality of each generated coalition, given by Eq. 6, is measured using
the evaluation values of the best proposals for each task Ti of service S being
negotiated for cooperative service execution. The best proposal is the one
that contains the attributes’ values more closely related to user’s specific QoS
preferences, in all QoS dimensions.

Each node’s local reward, determined with Eq. 8, expresses a degree of satisfac-
tion for all the users that have tasks being locally executed with specific QoS
levels, including the cooperative service execution being currently negotiated.

Selecting for evaluation, for each task Ti of service S, the candidate proposal
sent by the node that presents the higher local reward, indicating that it is of-
fering service closer to the majority of requested QoS values, rapidly improves
the quality of the generated coalition at an early stage of execution.

Solution’s quality can further improve, but at a lower rate, in the next steps of
the algorithm. Since the objective is to find the best coalition for this particular
user’s request under negotiation, the algorithm continues to evaluate received
proposals as some other node may propose a better service for this user at the
expenses of previously guaranteed services, and, as such, achieving a lower
local reward.

The actual concavity of the coalition formation is empirically evaluated in the
next section.
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¤

Property 6.3.6 (Interruptibility) The algorithm can be stopped at any time
and provide a coalition for cooperative service execution

Proof: When stopped at time t the algorithm returns the coalition formed by
the best evaluated proposals for each task Ti of service S under negotiation.

Let t′ be the time needed to generate the initial coalition. In interrupted at
any time t < t′ the algorithm will return an empty coalition, resulting in zero
quality.

Each iteration of the algorithm forms a contract algorithm. As such, a new
coalition can only be generated at the end of a new iteration.

¤

Property 6.3.7 (Preemptibility) The algorithm can be suspended and re-
sumed with minimal overhead

Proof: Since the algorithm keeps the received proposals not yet evaluated and
the generated coalition it can be easily resumed after an interrupt.

¤

7 Service proposal formulation

All entities that participate in a cooperative QoS-aware service execution ne-
gotiation must provide sufficient resources to propose a service configuration
that respects the QoS requirements expressed in user’s request. It is therefore
the responsibility of each individual QoS Provider (Figure 1) to map user’s
QoS constraints to local resource requirements, and then reserve resources ac-
cordingly (resource reservations are made through Resource Managers). This
paper is focused in an automatic time-bounded coalition formation and do
not deals with this mapping. The reader can assume that applications make
a reasonable accurate analysis of their resource requirements, made a priori
through resource monitoring tools, followed by run-time adaptation.

Requests for task execution arrive dynamically at any node, and are formu-
lated as a set of acceptable multi-dimensional QoS levels in decreasing prefer-
ence order. To guarantee the request locally, QoS Provider executes the local
QoS optimisation algorithm described in Algorithm 2. In order to make a
proposal, each QoS Provider contacts the required Resource Managers for re-
source availability. Conventional admission control schemes either guarantee

21



or reject each request, implying that future requests may be rejected because
resources have already been committed to previous requests. We use a QoS
negotiation mechanism that, in cases of overload, or violation of pre-run-time
assumptions guarantees graceful degradation.

A specific service configuration proposed for a task Ti will obtain a reward
rTi

determined by the proximity of the proposal with respect to the QoS
preferences specified in the user’s service request.

rTi
=





1 if task is being best

served in all QoS dimensions

1−
n∑

j=0

wj ∗ penaltyj if Qjk < Qbestj

(7)

In Eq. 7 penalty is a parameter that decreases the reward value. This parameter
can be fine tuned by the framework according to several criteria and its value
should increase with the distance to user’s preferred value.

An utility model for QoS control is also used in [26]. The authors also suggest
that users should be able to express in their service requests the spectrum of
QoS levels they can accept from a service provider. However, the user must
specify in his request a set of pre-defined QoS levels as well as the achieved
reward of providing service in one of those levels. Here, the proposed QoS
level is dynamically built according to user’s accepted values for each QoS
dimension and local resources’ availability. As such, the reward of executing a
task at a specific QoS level depends on the number, and relative importance,
of the QoS dimensions being served closer to user’s requirements.

Along with the service proposal each node sends a measure of global satis-
faction resulting from its proposal acceptance. The local reward Rj expresses
the degree of global satisfaction for all the users that have tasks being exe-
cuted by a particular node Nj, with specific QoS levels. The reward of each
task being locally executed is combined to determine the global satisfaction of
the proposed solution. For a node Nj, the local reward Rj of a set of service
proposals is given by

Rj =

n∑

i=1

rTi

n
(8)

Unless all tasks are executed at their highest QoS level, there is a difference
between the actual total local reward achieved by the current QoS levels se-
lected and the maximum possible local reward that would be achieved if all
local tasks were executed at their highest QoS level. This difference can be
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caused by either resource limitations, which is unavoidable, or poor load bal-
ancing, which can be improved by sending actual local rewards in service
proposals, and selecting, for proposals with similar evaluation values, those
nodes that achieve higher local rewards. Selecting the node with higher local
reward for similar service proposals, not only maximises service satisfaction
for a particular user, but also maximises global system’s utility, since a higher
local reward clearly indicates that the previous set of tasks being locally ex-
ecuted had to suffer less QoS degradation in order to accommodate the new
task.

In [30], it was demonstrated that the QoS optimisation problem involving mul-
tiple resources and multiple QoS dimensions is NP-hard. An optimal solution
based on dynamic programming and an approximation scheme based on a
local search technique was presented. However, the computation time needed
to find an optimal solution can reduce the overall utility of the system. In ad-
dition, the deliberation cost is dependent on local resources’ availability and
user’s QoS constraints. Therefore, it is beneficial to build systems that can
trade the quality of results against the cost of computation [21].

7.1 Anytime local QoS optimisation

The proposed anytime algorithm, detailed in Algorithm 2, clear splits the for-
mulation of a new proposal for service execution in two different scenarios.
The first one involves guaranteeing the new task without changing the level
of service of previously guaranteed tasks. The second one, due to node’s over-
load, demands service degradation in existing tasks in order to accommodate
the new requesting task. The local QoS optimisation (re)computes the set of
QoS levels for all local tasks, including the new requested one. Offering QoS
degradation as an alternative to task rejection has been proved to achieve
higher perceived utility [26].

The algorithm iteratively work on the problem of finding a feasible set of ser-
vice configurations while maximising users’ satisfaction and produces results
that improve in quality over time. Instead of a binary notion of correctness of
the solution the algorithm returns a proposal and a measure of its quality.

The quality of each generated configuration Qconf , given by Eq. 9, considers
the reward achieved by the service proposal configuration for the new arriving
task rTa , the impact on the provided QoS of previous existing tasks and the
value of the previous generated feasible configuration Q′

conf . Initially, Q′
conf is
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set to zero.

Qconf =








rTa ∗

n∑

i=0

rTi

n




(1−Q′conf )

if feasible

Q′
conf if not feasible

(9)

When a new service request arrives, the algorithm starts by maintaining the
QoS levels of previously guaranteed tasks and by selecting the worst requested
QoS level, for all dimensions, for the new arrived task. As such, the reward
of the initial service configuration for the new task is low (the exact value is
determined by the penalty factors used in a particular system), affecting node’s
local reward. On the other hand, the impact of this new task on the provided
level of previously existing tasks is inexistent. Also, this initial solution is the
service configuration that has a higher probability of being feasible, considering
the new task. The algorithm continues to improve the quality of that initial
solution, conducting the search for a better feasible solution in a way that
maximises the expected improvement in solution’s quality.

At each iteration, the algorithm produces a new service configuration that may
not be feasible due to local resources availability and user’s QoS constraints for
the new task. Since a service proposal can only be considered useful within a
feasible set of configurations, the algorithm, if interrupted, always returns the
last found feasible solution. However, each intermediate configuration, even if
not feasible, is used to calculate the next solution, since it is one step closer
of the next solution.

When it is not necessary to degrade the QoS of previously existing tasks to
provide service to the new request, the algorithm incrementally selects the
configuration that maximises the increase in obtained reward, for the new
task. When QoS degradation is needed to accommodate the new task, the
algorithm incrementally selects the configuration that minimises the decrease
in obtained reward for the new set of tasks (including the new arrived one).

The algorithm always improves or maintains the quality of the solution as it
has more time to run. This is done by keeping the best feasible solution so far,
if the result of each iteration is not always proposing a feasible set of tasks.

The algorithm terminates when the time for the reception of proposals has
expired (this time is sent in user’s request), when it finds a set of QoS levels
that keeps all tasks feasible and the quality of the solution can not be further
improved, or when it finds that, even at the lowest QoS level for each task,
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Algorithm 2 Service proposal formulation

Each task Ti has user defined QoS dimensions constraints Qi. Each Qkj is a
finite set of n quality choices for the jth attribute, expressed in decreasing
order of preference, for all k QoS dimensions.

while t < timeout do
Step 1: Improve QoS level of new arrived task Ta

Select the worst requested QoS level in all k dimensions, Qkj[n], for task
Ta. Maintain level of service for previously guaranteed tasks.
while the new set of tasks is feasible do

for each QoS dimension in Ta receiving service at Qkj[m] > Qkj[0] do
Determine the utility increase by upgrading attribute j to m− 1
Find maximum increase and upgrade attribute x to the m−1’s level

end for
end while

Step 2: Find local minimal service degradation to accommodate Ta

Select for all k dimensions of task Ta the final result of Step 1, Qkj[m]
while the new set of tasks is not feasible do

for each task Ti receiving service at Qkj[m] > Qkj[n] do
Determine the utility decrease by degrading attribute j to m + 1
Find task Tmin whose reward decrease is minimum and degrade at-
tribute x to the m + 1’s level

end for
end while

end while
return service configuration for new task

the new set is not feasible. In this case the new service request is rejected.
When it is not possible to find a valid solution for service execution within
available time, then no proposal will be sent to the requesting node, and the
node continues to serve existing tasks at their current QoS levels.

7.2 Formal description of the service proposal formulation’s anytime behaviour

Similarly to what has been presented for the coalition formation algorithm,
the different aspects of the anytime functionality of the service proposal for-
mulation algorithm will be described in this section using the four axioms
proposed in [40].

Axiom 5 (Initial behaviour) Until a feasible set of tasks is found the new
task is rejected
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An intermediate solution can only be considered if it produces a feasible set
of tasks. If t′ indicates the time at which the first feasible solution is found
then, if interrupted at anytime t < t′, the algorithm will reject the new task.

∀t<t′ Qconf(t) = 0

Axiom 6 (Growth direction) The quality of a feasible set of tasks can only
improves over time

A new feasible set of tasks is only considered when it improves solution’s
quality.

∀t′>t Qconf(t) ≤ Qconf (t
′)

Axiom 7 (Growth rate) The amount of increase in the quality achieved by
a feasible set of tasks varies during computation

The solution’s quality rapidly increases in the first steps of the algorithm
and its growth rate diminishes over time. When there are spare resources the
algorithm starts to improve user’s preferred attributes. On the other hand,
when QoS degradation is needed in the search for a new feasible solution, the
algorithm starts to degrade users’ less important attributes.

∀t′>t Qconf(t + 1)−Qconf (t) > Qconf (t
′ + 1)−Qconf (t

′)

Axiom 8 (End condition) When is not possible to improve the quality of
the current service proposal the algorithm achieves its full functionality

When runs to completion, the anytime version of the algorithm will produce
exactly the same solution quality as its traditional version [15] that only pro-
duces a solution with quality Q′

conf at the end of computation. The algorithm
terminates when it finds a set of QoS levels that keeps all tasks feasible and
the quality of the solution can not be further improved, or when it finds that,
even at the lowest QoS level for each task, the new set is not feasible.

If the time required to improve or degrade an attribute and test for the schedu-
lability of the solution is given by ts, the total required runtime of the anytime
algorithm is the sum of all n needed changes in attributes to find the best fea-
sible solution.

Qconf (n ∗ ts) = Q′
conf
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7.3 Conformity of the service proposal formulation algorithm with the desir-
able properties of anytime algorithms

The conformity of the proposed anytime service proposal formulation algo-
rithm according to with the desirable properties of anytime algorithms [21] is
checked in the next paragraphs.

Property 7.3.1 (Measurable quality) The quality of a service configura-
tion can be determined precisely

Proof: At each iteration of the algorithm, Eq. 9 measures the quality of the
proposed service configuration by considering the proximity of the proposal
with respect to user’s request under negotiation and the impact of that prox-
imity on the global satisfaction achieved by the previous existing tasks.

¤

Property 7.3.2 (Recognisable quality) The quality of a service configu-
ration can be easily determined at run time

Proof: The quality of each generated feasible service configuration is deter-
mined by using the rewards achieved by all tasks being locally executed as well
as the new arrived task. According to Eq. 7 the determination of the reward
achieved by each task is straitforward and time-bounded.

A non-feasible service configuration as zero quality.

¤

Property 7.3.3 (Monotonicity) The quality of the generated service con-
figurations is a nondecreasing function of time

Proof: The algorithm produces a new service configuration at each iteration,
as it tries to maximise the utility increase for the new task while minimises
the utility decrease for all tasks being locally executed when the resources
are scarce to accommodate the new task. Since a service proposal can only
be considered useful within a feasible set of tasks, the algorithm always re-
turns the best found feasible solution rather than the last generated service
configuration.

According to Zilberstein [21], this characteristic in addition to a recognisable
quality is sufficient to prove the monotonicity of an anytime algorithm.

¤

Property 7.3.4 (Consistency) For a given amount of computation time on
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a given input, the quality of the generated service configuration is always the
same

Proof: For a given amount of computation time ∆t on a given input of a set of
QoS constraints Q associated with a set of tasks τ , the quality of the proposed
service configuration is always the same, since the selection of attributes to
improve or degrade is deterministic.

At each iteration, the QoS attribute to be improved is the one that maximises
an increase in the reward achieved by the new arrived task, while the QoS
attribute to be degraded is the one that minimises the decrease in the global
reward achieved by all tasks being locally executed. As such, the algorithm
guarantees a deterministic output quality for a given amount of time and
input.

¤

Property 7.3.5 (Diminishing returns) The improvement in the quality of
the generated service configuration is larger at the early stages of the compu-
tation and it diminishes over time

Proof: An initial solution that maintains the QoS levels of the previously
guaranteed tasks and selects the worst requested level in all QoS dimensions
for the new arrived task is quickly generated.

The quality of a service configuration is given by Eq. 9 that takes into consid-
eration the rewards achieved by all tasks, considering proposed and requested
values for the several QoS dimensions.

When there are spare resources the initial solution is improved by selecting
for upgrade the QoS attribute that maximises user’s satisfaction, according to
the preferences expressed in his request in relative decreasing order.

On the other hand, when QoS degradation is needed in order to accommodate
the new task, the next configuration tested for schedulability is the one that
minimises the rewards’ decrease achieved by all tasks being locally executed.

The improvement in solution quality is then larger at the early stages of the
computation and it diminishes over time.

¤

Property 7.3.6 (Interruptibility) The algorithm can be stopped at any time
and provide a service configuration proposal

Proof: When stopped at time t the algorithm returns the best feasible service
configuration generated until time t, according to user’s request and local
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resources availability.

Let t′ be the time needed to generate the first feasible solution. In interrupted
at any time t < t′ the algorithm will return an empty service configuration,
resulting in zero quality.

Each iteration of the algorithm forms a contract algorithm. As such, a new
service configuration can only be generated at the end of a new iteration.

¤

Property 7.3.7 (Preemptibility) The algorithm can be suspended and re-
sumed with minimal overhead

Proof: Since the algorithm maintains the best generated feasible solution and
the current configuration values it can be easily resumed after an interrupt.

¤

8 Evaluation

In order to validate the design decisions of our approach we have conducted
extensive simulations to evaluate the formation of coalitions for cooperative
service execution among a set of distributed heterogeneous nodes, using the
anytime algorithms proposed in this paper. Since we are primarily interested
in dynamic scenarios a special attention was devoted to introduce a high vari-
ability in the conducted simulations’ characteristics.

There were 6 different resources, randomly partitioned among the nodes. As
a result of this non-equal partition, some nodes could have amounts of some
resources which are significantly different from the average, generating a het-
erogeneous environment. This affected their ability to perform some tasks and
has driven nodes to coalition formation for cooperative service execution.

The number of simultaneous users varied from 1 to 100, the number of inde-
pendent tasks per requested service varied from 5 to 20, and available nodes
varied from 10 to 100. At each node, the QoS Provider had a fixed set of
mappings between user’s requested QoS levels and resource requirements, and
then reserved resources accordingly (resource reservations were made through
Resource Managers). The domain of the simulations was characterised by 4
QoS dimensions, each with 5 attributes. Each attribute had 6 possible values
(continuous or discrete).

At randomly generated times, one or more clients generated new service re-
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quests at randomly selected nodes. Each service request had a set of multi-
dimensional QoS constraints, ranging from a minimal quality to a randomly
generated maximum value. Thus, QoS degradation within users’ requested
values could be performed in order to accommodate new tasks.

It is known that not much can be concluded with a single simulation run [41].
In fact, the results of a given simulation run are just particular instantiations
of random variables that may have large variances. Most of the methods for
the analysis of simulation output data rely on the fact that although the
simulation results of a single simulation run are not independent, it is possible
to obtain independent observations across the results of several simulation
runs (or simulation replicas) [42]. The replication/deletion method is a fairly
simple approach, with a reasonably good statistical performance.

The conducted simulations had two main objectives: analyse the performance
profiles of the proposed anytime algorithms and evaluate the computational
cost of those algorithms when compared against their traditional versions.

The results reported in the next subsections were observed from multiple and
independent simulation runs, with initial conditions and parameters, but dif-
ferent seeds for the random values 3 used to drive the simulations, obtaining
independent and identically distributed variables. The mean values of all gen-
erated samples were used to produce the charts, with a confidence level of
99,9% associated to each confidence interval. A confidence interval specifies a
range of values within which the unknown population parameter, in this case
the mean, may lie. For each chart, the wider confidence interval is discussed.

8.1 Evaluating performance profiles

The performance profile of an anytime algorithm denotes the expected output
quality as a function of the execution time [21]. Since there are many possible
factors affecting the execution time of an algorithm, the performance profile
has to be in many cases determined empirically and not analytically. Rather
than measuring the absolute execution time of the algorithms on every run
of the simulation, we have normalised it with respect to the completion time,
which is the minimal time when the expected quality is maximal [44].

In Section 6, we argue that the selection of the next proposal to be evaluated
should be done in a order that maximises the expected improvement in solution
quality. In the next paragraphs, we compare the proposed heuristic search of
a better solution against a sequential evaluation of received proposals.

3 The random values were generated by the Mersenne Twister algorithm [43].
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The recipient nodes managed the coalition formation process by broadcasting
the service description, evaluating the set of received proposals formulated by
available service providers, and selecting those proposals that were closer to
user’s preferences, forming a new coalition for a cooperative service execution.

The anytime coalition formation algorithm ran until completion, using both
methods of next candidate proposal’s selection. The mean values for each
percentage of completion time obtained with the set of conducted simulations
were used to obtain the performance profile presented in Figure 3.

Fig. 3. Performance profile of the coalition formation algorithm

Two important conclusions can be taken, considering the desirable proper-
ties of an anytime algorithm reported in [21]. First, the coalition’s quality
measure is a non-decreasing function of time. Only a better proposal for a
specific task Ti ∈ S updates the coalition formation, increasing its quality.
The second conclusion refers to the diminishing returns property. It is a very
important property for an anytime algorithm’s practical usefulness, since it
means that after a small period of the running session, the results are ex-
pected to be sufficiently close to the results at completion time. At only 20%
of the completion time, the anytime coalition formation algorithm when using
the proposed heuristic selection of the next candidate proposal can achieve a
solution’s quality of 83% ± 6% of the optimal solution, with a 99,9% confi-
dence level. On the other hand, when evaluating proposals according to their
arrival time, at 20% of the completion time the algorithm achieves a solution’s
quality of 32% ± 25%. We see that a sequential evaluation is very sensitive to
the order of proposals’ reception. The proposed heuristic effectively maximises
the expected improvement in solution’s quality at a early stage of the needed
computation time, effectively resulting in a concave function of time.

Another set of simulations was conducted to analyse the impact generated by
the arrival of a new task on the level of provided service of previously existing
tasks. Recall from Section 7 that the reward of a specific proposal measures
how useful it will be for a specific user with respect to his service request, and
that the local reward expresses a degree of global satisfaction for all the users
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that have tasks being executed at a particular node.

The results were plotted by averaging the results of several independent runs
of the simulation, divided in two categories. Figure 4 presents the scenario
where the average amount of resources per node is greater than the average
amount of resources necessary for each service execution. Figure 5 presents
the scenario where the average amount of resources per node is smaller than
the average amount of resources necessary for each service execution.

Fig. 4. Expected quality improvement with spare resources

When there are enough resources to improve the initial solution until one of
the user’s requested levels of service, the quality of the next feasible solution
increases as the reward of the new task’s service increase. In Figure 4, the
increase in solution’s quality Qconf results from the increase in the new task’s
reward, since the average level of service of the previously existing tasks re-
mains the same. This also increases node’s local reward, that was affected by
the initial proposed solution of serving the new arrived task with the minimal
requested QoS level.

Figure 5 shows the algorithm behaviour when QoS degradation is needed in
order to provide one of the requested levels of service for the new arrived task.
When trying to upgrade the reward achieved by the new task, the generated
configuration may result in an unfeasible set of tasks. The algorithm minimises
the reward decrease of all tasks when trying to find a new feasible solution
that presents a higher satisfaction for the service request under negotiation.
It is the responsibility of the coalition formation algorithm to select between
proposals with similar evaluation values, those nodes that achieve higher local
rewards, promoting load balancing.

One can conclude that the proposed heuristic search for a better feasible solu-
tion, optimises the rate at which the quality of the current solution improves
in both scenarios. With spare resources (Figure 4), at only 20% of the com-
putation time, the solution’s quality for the new arrived task is near 70% ±
5% of the achieved quality at completion time, with a confidence degree of
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Fig. 5. Expected quality improvement with limited resources

99,9%. When QoS degradation is needed (Figure 5), the service proposal for
the new task achieves 87% ± 4% of its final quality at 20% of computation
time. The quality of the node’s global service solution, identified by Qconf in
both figures, also quickly approaches its maximum value at an early stage of
the computation. As such, the diminishing returns property is also verified in
the proposal formulation anytime algorithm.

Figure 4 and 5 also show that the quality measure of a service proposal is a
non-decreasing function of time, since the best feasible configuration is only
replaced if, and only if, another feasible solution is found and has a higher
quality for the user’s request under negotiation.

Both algorithms if interrupted before their completion can still provide a solu-
tion for cooperative service execution and a measure of its quality. This quality
can be improved if the algorithms have more time to run, but it rapidly ap-
proaches its optimal value at an early stage of the needed computation time.
For complex and dynamic real-time systems, allowing the cooperative ser-
vice configuration to provide a solution at any time results in a significant
improvement of the framework’s behaviour.

8.2 Comparison against the traditional versions of the algorithms

Throughout the paper the idea that complex scenarios may prevent the possi-
bility of computing optimal resource allocations before a cooperative execution
among a set of nodes was stated and anytime algorithms that can tradeoff de-
liberation time for quality of results were proposed. The goal was to introduce
flexibility in the execution time of the coalition formation and service proposal
formulation algorithms in order to provide adaptation to changing conditions
in dynamic heterogeneous environments.
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However, it is important to analyse the computational cost required by this
approach to reach its optimal solution when compared against the traditional
versions of those algorithms [15]. The results discussed in the next paragraphs
were normalised with respect to the completion time of the longest solution.

Fig. 6. Coalition formation: Anytime vs Traditional

The achieved results for both the anytime and traditional versions of the
coalition formation algorithm, considering the needed time to complete their
computations are described in Figure 6. The traditional version of the algo-
rithm, which performs a sequential proposal evaluation, reaches its end within
nearly 95% ± 2% of the needed time of the anytime approach, with a 99,9%
confidence degree. As such, the heuristic selection of the next service proposal
to evaluate, based on each service provider’s local reward, has an associated
cost. However, and in consonance with the performance profile presented in
the previous section, the anytime version needs as little as near 10% of its
completion time to achieve a solution’s quality of 50% ± 6% of its optimal
solution, and below 40% to achieve 90% ± 5% of its optimal solution. As dis-
cussed in the previous section, the same confidence cannot be achieved with
an evaluation that relies in the order of proposals’ reception.

The comparison between the computational cost of the anytime and tradi-
tional versions of the service proposal formulation algorithm is resumed in
Figure 7 and Figure 8 using the same scenarios of the previous section. Figure
7 presents the scenario where the average amount of resources per node is
greater than the average amount of resources necessary for each service exe-
cution. Figure 8 presents the scenario where the average amount of resources
per node is smaller than the average amount of resources necessary for each
service execution.

The discrepancy in the needed computation time to achieve its optimal solu-
tion of both versions is explained by the different approach of each version of
the algorithm. The anytime version tries to quickly find a feasible solution.
Its initial solution considers the worst requested values for all QoS dimensions
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Fig. 7. Proposal formulation: Anytime vs Traditional with spare resources

for the new arrived task as opposed to the traditional version that starts by
maximising the requested level of service for the new task. The traditional
version stops at its first solution, as this is its optimal one. On the other hand,
the anytime algorithm continues to improve achieved feasible solutions until
the optimal one is reached.

Fig. 8. Proposal formulation: Anytime vs Traditional with limited resources

By analysing Figures 7 and 8 one can conclude that when there are spare
resources the traditional version is slightly quicker to find the optimal solution.
With limited resources both versions need almost the same time to conclude
their computations. However, in both scenarios the anytime version is by far
quicker to find a feasible solution. With spare resources the needed time to
find the first feasible solution with a quality near 10% ± 3% of the optimal
solution is less than 5% of the completion time. With limited resources, the
anytime version takes about 20% of its computation time to reach a feasible
solution with 15% ± 3% of the optimal solution’s quality.
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9 Conclusions

This paper considers an heterogeneous distributed system, where computing
devices may range from small, resource limited mobile devices to stationary
powerful servers. The paper addresses a cooperative execution environment,
where a resource limited device with a set of tasks that it cannot execute (or
handles them inefficiently) may use additional resources offered by neighbour
nodes, opportunistically taking advantage of global distributed resources and
processing power.

Each of the system’s users may have its own QoS preferences as well as each
service provider different capacities for service provisioning, that can be ex-
pressed by a QoS description scheme that guarantees information consistency
and compatibility in a heterogeneous network. The scheme includes dimen-
sions, attributes and values of a particular domain, as well as relations that
map dimensions to attributes and attributes to values and their dependencies.
Having a QoS characterisation of a particular application domain, users and
service providers are able to define service requirements and proposals in order
to reach an agreement about service provisioning. To avoid the need to ex-
press absolute values for every quality tradeoff, a preference order is imposed
in users’ service requests.

Finding an optimal distributed service provisioning that deals with both users’
and service providers’ constraints can be extremely complex and take a long
time. For large and complex problems, a sub-optimal solution that can be
found quickly may be more useful. This paper proposes an anytime approach
that has the ability to tradeoff deliberation time for the quality of the solution,
upgrading our cooperative QoS-aware execution framework for a successful
operation in highly dynamic real-time environments. The search for a feasible
solution is adapted to the available time that is dynamically imposed as a
result of emerging environmental conditions. Furthermore, at each iteration of
the algorithms, the search of a better solution is guided by heuristic evaluation
functions that optimise the rate at which the quality of the current solution
improves overtime.

The conformity of the proposed algorithms for coalition formation and service
proposal formulation with the desired properties of anytime algorithms was
proved and the design decisions of our approach validated through extensive
simulations in different highly dynamic scenarios. The achieved results demon-
strate that the proposed algorithms are able to quickly find a good initial
solution and effectively optimise the rate at which the quality of the current
solution improves at each iteration. The computation overhead of the pro-
posed anytime approach to reach its optimal solution when compared against
the traditional versions of the algorithms can be considered negligible.
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