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Abstract 
The support for multiple concurrent applications is an important enabler for promoting the use of sensor networks 
as an infrastructure technology, where multiple users can deploy their applications independently. In such a 
scenario, different applications on a node may transmit packets at distinct periods, causing the node to change 
from sleep to active state more often, which negatively impacts the energy consumption of the whole network. In 
this paper, we propose to batch the transmissions together by defining a harmonizing period to align the trans- 
missions from multiple applications at periodic boundaries. This harmonizing period is then leveraged to design a 
protocol that coordinates the transmissions across nodes and provides real-time guarantees in a multi-hop 
network. This protocol, which we call Network-Harmonized Scheduling (NHS), takes advantage of the periodicity 
introduced to assign offsets to nodes at different hop- levels such that collisions are always avoided, and 
deterministic behavior is enforced. NHS is a light-weight and distributed pro- tocol that does not require any global 
state-keeping mechanism. We implemented NHS for the Contiki operating system and show that it can achieve 
comparable duty-cycle to an ideal TDMA approach. 
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Abstract—The support for multiple concurrent applications is
an important enabler for promoting the use of sensor networks
as an infrastructure technology, where multiple users can deploy
their applications independently. In such a scenario, different
applications on a node may transmit packets at distinct periods,
causing the node to change from sleep to active state more often,
which negatively impacts the energy consumption of the whole
network. In this paper, we propose to batch the transmissions
together by defining a harmonizing period to align the trans-
missions from multiple applications at periodic boundaries. This
harmonizing period is then leveraged to design a protocol that
coordinates the transmissions across nodes and provides real-time
guarantees in a multi-hop network. This protocol, which we call
Network-Harmonized Scheduling (NHS), takes advantage of the
periodicity introduced to assign offsets to nodes at different hop-
levels such that collisions are always avoided, and deterministic
behavior is enforced. NHS is a light-weight and distributed pro-
tocol that does not require any global state-keeping mechanism.
We implemented NHS for the Contiki operating system and show
that it can achieve comparable duty-cycle to an ideal TDMA
approach.

Keywords—Wireless Sensor Networks; Multi-hop Communica-
tions; Routing; Medium-Access Control

I. INTRODUCTION

Wireless Sensor Networks (WSN) are evolving into an im-
portant infrastructure technology, particularly with applications
like smart buildings ([1]), data-center monitoring ([2], [3]),
industrial sensing ([4]) and structural-health monitoring ([5]).
For a more widespread adoption of WSN in our everyday life,
it is crucial to allow several independent users to deploy their
applications for accomplishing diverse goals, thus converting
the WSN into an infrastructure where multiple applications
are deployed. Several hardware developments also support
this infrastructure view of WSN. Platforms based in newer
System-on-Chip (SoC) solutions (like the Atmel ATMEGA
128RFA1 [6]) provide better performance (for processing and
wireless communications), and consume a similar or even
lower amount of power than the previous generations of
WSN hardware. Additionally, an increasingly large number of
different kinds of sensors can be integrated in a single WSN at
a reasonable cost to help users to employ one or more sensors
for creating independent applications.

The key motivation behind supporting multiple applica-
tions is that a sensor networking infrastructure can be used
more efficiently both in terms of resource-usage and cost
effectiveness. Many solutions have been provided in the past
to support and optimize multiple applications from several
perspectives such as in-network programming [7], strategic

application deployment [8], redundancy elimination [9] and
operating systems [10], [11], [12]. However, there is still
scope for optimizing the network behavior when multiple
applications are executed on sensor nodes. It is often the case
that applications release packets independently in the network,
which can lead to excess energy consumption due to factors
like increase in the number of packets, more frequent radio-
switching and extra contention at the Medium Access Control
(MAC) layer. The energy consumed in transmitting a packet
from a source node to a destination node depends on many
aspects, and with common MAC approaches, a packet may
undergo contention at several points in a multi-hop network.
This jeopardizes the deterministic behavior of the network
and makes it very difficult to provide any timing guarantees.
In this work, we present the Network-Harmonized Scheduling
(NHS) approach, in which radio transmissions from multiple
applications are coordinated across a multi-hop network by
harmonizing them around periodic boundaries, while obviating
the need for explicit MAC and routing layers. NHS is a simple
and effective approach that is inspired from Rate-Harmonized
Scheduling (RHS) [13] and applied to the context of multi-
hop networking. By using NHS, it is possible to provide real-
time performance guarantees in a multihop wireless network
without requiring any central coordination.

Even if applications release one or more packets in a peri-
odic manner, the overall packet transmission by a sensor node
may no longer be periodic because of the mismatching periods
of different applications. In such a case, the total number
of packets released by a sensor node grows proportionally
with respect to the number of deployed applications. All the
packets may suffer contention at different hops in the network
if the underlying MAC layer is based on a carrier-sense
mechanism. Therefore, multiple applications releasing packets
independently may increase the overall resource consumption
in the network. Moreover, the latency suffered by packets in
a dense multi-hop network may become prohibitively large
and non-deterministic. To overcome these issues, NHS aligns
packet releases from different applications around periodic
boundaries at each node, and leverages this periodic behavior
to harmonize the transmissions at the network level.

NHS includes a light-weight protocol that groups periodic
batched transmissions from different devices, such that the
nodes can turn on their radios when other devices transmit.
We first describe the protocol assuming that all nodes lie in
a single broadcast domain. We further develop the protocol
to support multi-hop scenarios, where we harmonize packet
transmissions in a periodic manner without any global state



maintenance. One of the major advantages of this protocol is
that it includes an implicit link-layer mechanism, and from
its multi-hop operation, it can be inferred that dedicated
route maintenance is also not required. Moreover, the protocol
provides deterministic bounds on the end-to-end latency for
packet delivery, and design parameters can be chosen such
that the packet deadlines can be met for real-time applications.
This characteristic emphasizes the usefulness of NHS in cyber-
physical applications.

In this paper, we analyze the performance of NHS with
respect to parameters such as end-to-end latency, maximum
utilization of the channel and average power consumption.
The implementation of NHS is simple (⇠ 400 lines of code),
and does not require modification of application semantics.
Applications only need to declare their period of operation
and the maximum number of packets they may transmit in
every round. Each node only maintains information about
its neighbors, but can still achieve a performance (in radio
duty-cycle) similar to that of Time-Division Multiple Access
(TDMA). NHS requires only a few cycles to converge to
a stable schedule, and does not need additional information
exchange if the network remains static. Our approach can also
optionally provide a contention slot for supporting mobile and
intermittently connected devices.

The main contributions of this paper can be summarized
as follows:

• A harmonizing task is designed for sensor nodes
that batches together the transmissions from multiple
applications by ensuring that packets are released into
the network only at periodic boundaries.

• A protocol is proposed that coordinates packet trans-
missions in a network around periodic boundaries.
For multi-hop networks, this protocol works in a
distributed manner and pipelines the transmissions
from successive hops to make sure that no collisions
occur at any node.

• NHS is implemented1 for the Contiki operating sys-
tem, and we show through experiments that the proto-
col is suitable for real-time applications by providing
deterministic bounds on parameters such as the end-to-
end latency, channel utilization and radio duty-cycle.

The remainder of this paper is organized as follows. We
describe the state-of-the-art in the next section, and contrast
NHS with other research-works that also aim at optimizing the
network operation. In Section III, we outline the assumptions
made in our approach and propose the model of the appli-
cations and the sensor network. The process of batching the
packet transmissions using RHS (from which NHS is inspired)
is explained in Section IV. The protocol to harmonize data
from multiple nodes in a single broadcast domain is proposed
in Section V, which is followed by the description of the
NHS approach for generic multi-hop networks. In Section VII
we discuss various design parameters, Section VIII provides
the details about the implementation of NHS for Contiki and
Section IX contains the results from experimental evaluation.
The paper then concludes with a description of future work.

1The implementation of the Network Harmonized Scheduling protocol can
be obtained at [14]

II. RELATED WORK

Reducing the radio-usage for data delivery in wireless
sensor networks is a well-researched area. The solutions cover
various aspects ranging from link-layer protocols to network
flooding and distributed TDMA solutions. Network resource-
consumption in case of multiple applications is a new chal-
lenge and not many works directly address this. Low-Power
Wireless Bus (LWB) [15] is a flooding mechanism where data
from one or more initiators is flooded across the network.
Data from each source is received by every other device, so
it emulates a bus-like behavior even in the case of multi-
hop networks. LWB is based on Glossy [16], a flooding
and synchronization approach that leverages the property that
multiple near-simultaneous and identical receptions at a node
do not interfere, and these packets can be demodulated with a
high degree of success. However, the flooding of packets, even
if they are directed to a small subset of nodes, may lead to a
high degree of redundant transmissions. Moreover, in the case
of multiple applications, the resulting overhead can become
prohibitively large.

There are many approaches that aim at reducing the amount
of time that a node has the radio in the ON state by defining
a periodic wake-up scheme. Typically, these approaches are
distinguished between synchronous and asynchronous. In syn-
chronous approaches, nodes agree on a common sleep/wakeup
schedule [17], [18] to save energy. However, in such schemes,
nodes may be forced to maintain several such schedules corre-
sponding to each of their neighbors. Asynchronous approaches
are based on channel polling [19], [20]. In these protocols,
nodes periodically wake up and try to sense the channel, and
if the channel is active, then the nodes stay awake to receive
the packet transmissions.

Similar to our goal of batching data from multiple appli-
cations, the Unified Broadcast (UB) [21] approach transmits
data from various services running on a sensor node. In Unified
Broadcast, data from various services is transmitted when the
number of accumulated packets reaches a certain threshold.
This approach is limited to sending data together from multiple
services, and therefore it is only valid for broadcast messages.
In the case of multiple applications requiring many-to-one
communication, an additional protocol is required. This work
on unified broadcasts has shown experimentally that it is still
possible to preserve correctness of a set of representative WSN
protocols (such as FTSP [22], Trickle [23] or CTP [24]) when
packets are delayed to minimize network resource usage. In the
case of Unified Broadcast, the periods of the applications are
implicitly detected when a second packet of the same protocol
is requested to be transmitted. As we will see, in this work,
we explicitly take the period of the application into account to
derive the harmonizing period of communication.

The extreme of sleep/wakeup schemes is Time Division
Multiple Access (TDMA), where nodes only wakeup at the
scheduled transmit/receive time instants, at a cost of tight
synchronization and no flexibility to changes. TDMA for
multi-hop networks is typically achieved using 2-distance
graph-coloring algorithms. Such protocols require much more
information about the network topology, and typically a central
coordinator, as it is done in RT-Link [25] or Distributed
TDMA [26]. In contrast, our approach aims to achieve TDMA-
like efficiency without global state-maintenance. An interesting
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Fig. 1: Architecture of Network-Harmonized Scheduling
(NHS) protocol

perspective to create a TDMA schedule and thus minimize the
probability of collision such that nodes transmit independently
in non-overlapping time slots is proposed in Desync [27].
The Desync approach is conceptually closest to ours and
forms a round robin TDMA schedule for reducing the power
consumption. This scheme, unlike NHS, is limited to single
broadcast domain, and it is not easily extendable to multi-hop
communication scenarios.

III. MODEL AND ASSUMPTIONS

In this work, we assume that several network-wide appli-
cations execute concurrently on a sensor network, and each
application has a corresponding node-level task that releases
periodic jobs on each sensor node. The set of all the tasks
on a sensor node is represented by �. We assume that there
are n tasks in �, and the i

th task is denoted by ⌧i, where
i 2 {1, 2, ..., n}. The tasks execute on top of the Network
Harmonized Scheduling layer as shown in Figure 1. Every
task releases an infinite number of jobs with a period of Ti.
Without the loss of generality, we sort the tasks in an ascending
order of their periods, and then assign serial indexes to the
tasks. Hence, it follows that T1  T2  . . . Tn. Every job may
sample the sensors, process the data from sensors or incoming
packets, and release one or more packets towards a destination
node. Assuming that the maximum number of packets a job
of the i

th task can transmit is pi, the time consumed by the
packets for transmission is wi = pi · �, where � is the duration
corresponding to one packet. As an example, the value of �

for IEEE 802.15.4 packets of size 128 bytes transmitted at 256
Kbps is 4ms.

One of the tasks deployed on each sensor node can
implement a simple clock-synchronization service, ⌧sync, that
executes periodically. The management and exchange of MAC-
level time-stamps and correction of clock-drift is the responsi-
bility of this clock-synchronization task which sits above the
Network-Harmonized Scheduling protocol layer. As we will
see in the next section, the harmonizing period (period of
network operation) is chosen to be at-least as small as the
period of the most frequent task, allowing the synchronization
task to comfortably operate at the desired frequency. As it will
be evident from the description of the protocol, each node only
maintains a schedule according to its immediate neighbors,
NHS requires that a child node is synchronized with its parent.

The nodes are assumed to have unique id’s, and the number
of nodes in the network is assumed to be bounded by N , and
a multi-hop operation may be required to communicate from
a root node to another node in the network, or vice-versa. Let
hmax be the maximum number of hops required for connecting
a root to all other nodes in the network, and Q denotes the
maximum degree of connectivity in the network.

τ1"
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τ3"
Radio"
Tx"

Radio Sleep! Transmit!

(a) Packet transmission from different tasks, if scheduled using Rate-
Monotonic Scheduling. The task with a shorter period has higher
priority. The number of independent packet transmissions over a time-
window is the sum of number of packets from each task.
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(b) The transmission schedule after harmonizing the transmissions.
The harmonizing task (with a period of TH = T1 = 10 time-units)
makes sure that the packets are dispatched in batches, never more
often than the harmonizing period.

Fig. 2: A task set with three tasks ⌧1, ⌧2, ⌧3, with periods
of 10, 15 and 26 time-units respectively, scheduled by Rate-
Monotonic Scheduling. Block arrows show the time-instants
when the packets are released by different jobs of the tasks.

IV. RATE HARMONIZED SCHEDULING FOR PACKETS

Rate-harmonized scheduling (RHS) [13] is a policy that
optimizes the execution of tasks on a uni-processor system
such that the job executions of all the tasks are aligned
near the period boundaries of the task with shortest period
(most-frequent task). RHS saves power by removing inefficient
switching in processor states, namely active, idle, and sleep,
based on the observation that the power consumption in the
sleep state is orders of magnitude lower than that in the idle
state, but going to and coming out of the sleep state takes
longer time. RHS makes sure that the task executions are har-
monized and aligned in time, and the processor can optimally
go to deep-sleep states more often and for longer time-spans.
We adapt RHS in this work to align packet transmissions by
different periodic applications on a sensor node, such that that
overhead of radio switching can be avoided, and the packets
are released into the network in a periodic manner.

With multiple tasks releasing packets at every Ti time
units, the transmission pattern can be irregular as shown with
an example in Figure 2a. The packets in the example are
transmitted using the well-known Rate-Monotonic Scheduling
(RMS) approach. On the other hand, the packets from various
tasks are batched together with harmonizing period TH = T1

as shown in Figure 2b. RHS is implemented using a simple
queueing mechanism, where every job of all the tasks submits
packets to a harmonizing task, ⌧H , instead of directly copying
them into the radio-buffer. ⌧H then transmits all the packets
in its queue with a period of operation equal to a harmonizing
period, TH . As the packets from a node are transmitted in a
contiguous manner (back-to-back) as a batch, the number of
radio switchings is reduced significantly.
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Fig. 3: Aligning packet transmissions in a broadcast domain
around periodic boundaries

a b c d a b cd
t=0! t=TH! t=2TH!

Fig. 4: Aligning packet transmissions before the scheduled
transmission by the root node, optimized for collection of data
from all the nodes.

An important distinction in scheduling of packets is that
preemptions are not possible once the packets transmission
begins, whereas, most task-scheduling approaches on a pro-
cessor, however, allow preemption.

Harmonizing using the above mechanism converts inter-
mittent packet transmissions from a sensor node into periodic
batch-releases, and this periodicity is a fundamental building-
block for further optimizations as described in the subsequent
sections.

V. SINGLE BROADCAST DOMAIN

Once the packet transmissions from multiple tasks are
batched around the harmonizing period, we can design a
distributed and online protocol to align packets transmitted by
multiple nodes in a single broadcast domain. Let us assume
that the nodes have unique id’s and, for simplicity, the root
(or a cluster head) is already known among the nodes. The
goal is to create a scheme where the transmissions from all
the nodes can be gathered at the root in a periodically regular
manner. The protocol works as follows. A simplified operation
with a root node and 4 nodes with id’s a, b, c and d is shown
in Figure 3.

• Initially, all the nodes turn on their radios and listen
to any incoming packets. The root transmits a beacon
to initiate the protocol, with its node-id and the
harmonizing period.

• All the nodes listen to this beacon, and take note of
the root-id and the period of transmission. The nodes
locally create a schedule by assigning transmission
slots as a monotonic function of node id, such that
each slot of transmission is unique to each node. This
implies that the nodes with lower id transmit earlier,
and those with higher id transmit later.

• Until the next period boundary, all the nodes listen to
the medium after transmitting a chosen slot. As the
node id’s are assumed to be unique, it is guaranteed
that there is no collision in any slot in the network.

• All the nodes listen to the medium during this period
and they learn about the other nodes in the broadcast
domain, and their respective slots. It is possible that
there may be several empty slots in the schedule,
and the nodes can then independently compress the

schedule by removing the empty slots in the next cycle
as shown in the second cycle of Figure 3 and Figure 4.

• From the next round onwards, the packets are trans-
mitted in a compressed schedule such that the root
only wakes-up periodically for a duration equal to
the total time required by all the slots. All the other
nodes only wakeup close to their slot in the schedule
to transmit their data.

In this example, the protocol is designed for nodes to
choose slots after the scheduled transmission by the root node
in the next cycle. However, the protocol can also be modified
such that the nodes transmit before the next transmission by
the root as shown in Figure 4. This is more beneficial in data-
collection oriented applications, because the root can receive
the data and then react to the data in the same cycle. The
difference in these two approaches is more pronounced in the
multi-hop scenario (discussed in the next section), where the
first approach is better suited for flooding and the second for
many-to-one communication.

This protocol helps to remove the overhead of contention
and random back-off as in the case of carrier-sense MAC
protocols, and achieves TDMA-like timing efficiency without
the need to maintain a global schedule. The width of each slot,
denoted by �, has to be large enough to accommodate batched
packets, but short enough so that a Harmonizing Period can
accommodate packets from all the nodes; that is:

nX

i=1

pi  �  TH

N

(1)

VI. HARMONIZATION IN A MULTI-HOP NETWORK

We now extend the above approach to a multi-hop scenario
where all the nodes have to send their data to a sink in the
network. The protocol described in the previous section is
easily applicable to multi-hop topologies with minor modi-
fications, so that the possibility of collisions and packet-drops
due to the hidden-terminal problem can be eliminated. The
root initiates the protocol by broadcasting a trigger beacon,
which is received by the neighbors of the root. Similar to the
case of a single broadcast domain, the children nodes listen
to the beacon, then choose slots as a function of their id’s
and then compress the schedule. The nodes at the second
hop-level should not transmit until the schedule has been
compressed, because the nodes at this level cannot listen to all
the transmissions at the next level closer to the root. Each node
in the network has information only about its 1-hop neighbors
and its peers (siblings under the same parent).

The main goal of this protocol is to enable scheduled
transmissions in a distributed manner, without requiring global
knowledge of the network-topology and without explicit time-
synchronization. The working principle behind the protocol is
to ensure more than 2-hop distance in simultaneous transmis-
sions in the network. Assigning slots to transmissions in a
TDMA-based network is typically accomplished by applying
distance-two vertex coloring graph. To maximize the through-
put, the problem is equivalent to choosing the minimum num-
ber of colors [28]. In our approach, we achieve the required
2-hop distance by dividing each harmonizing period into three
equal slices and nodes at consecutive hop-levels transmit only
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(b) Timeline of transmissions from nodes at different hops, showing the working of
the NHS protocol. The listening schedule is not explicitly shown, but the nodes can
listen when the children and the parent nodes transmit.

Fig. 5: An example of a multi-hop topology, and the corresponding timeline for illustrating the NHS protocol with in a network
of thirteen nodes.

in non-overlapping slices. The number of slices can be chosen
to be greater or equal to 3, and we call it cadence-factor, !.

The nodes at each hop choose slots to avoid collision using
the approach described in Section V for the single broadcast
domain case. In addition to the data to be transmitted, each
node transmits a NHS-tuple as a part of the packet header.
The NHS-tuple, denoted by �, consists of ⌘, the number of
hops the transmitter is from the root, and �, its offset in terms
of the number of slots from the boundary of its section:

� ⌘< ⌘,� >

There can be cases of collisions in a multihop scenario
due to hidden-terminal problems, because some nodes may
occupy the same slot as a hidden terminal when the schedule
is being compressed. This is avoided by ensuring that the root
(or a parent) sends a message containing the list of successful
receptions during the bootstrapping phase. This way, every
node becomes aware of other hidden-terminals, and avoids
choosing overlapping slots. If a node at receives a packet from
more than one parent node in the bootstrapping phase, then it
chooses a parent which is closest to it, by considering the
signal strength of the received packets. This way the network
topology is generated by setting up parent-child links. If the
topology changes, and a node does not receive a packet from its
parent for a preset number of cycles, it choses a different parent
within its neighborhood. By design, NHS is more suitable and
reliable for static and nomadic sensor deployments than mobile
and intermittent networks.

To illustrate the operation of this protocol, let us consider
the example topology shown in Figure 5a. We assume that data
collection is the more important goal of the network, and the
protocol is programmed such that the nodes transmit before
the transmission of the parent node in the next cycle, similar
to the operation shown in Figure 4. The network consists of a
root node r and several other nodes, namely {a, b, . . . , o}. At
the start, all the nodes turn on their radios and wait to receive
packets. The root node r broadcasts a trigger beacon at t = 0,

and nodes a, b and c receive this beacon. A simplified timeline
of operation of NHS corresponding to this example in shown
in Figure 5b, and the labeled slots imply transmission by a
node. Nodes a, b and c transmit at the period boundary before
the slot for the root. The transmissions are aligned around this
boundary as explained in the previous section.

For the sake of simplicity, the step of choosing non-
overlapping slots is deliberately omitted in this example by
assuming that the node id’s are consecutive within a broadcast
domain.

At the next period boundary, nodes lying within the first
hop create a compressed schedule, and the transmissions from
a, b and c are received by their respective children. Based
on the � values transmitted by them, their children nodes now
also participate in the same protocol to find a local compressed
schedule. The transmissions by the children nodes in the next
cycle are carried out with respect to a future relative reference
time Ts, which is estimated as follows:

Ts =
2

3
TH + �

The offset values are shown for nodes a and b in Figure 5b. The
factor of 2

3 is the key in dividing the harmonizing period into
three sections, and making sure that the nodes in successive
hops transmit earlier than their parents by one-third of the
period.

Similarly, the children of the nodes in the second-hop, i.e.
{i, j, ...o} also transmit according to their respective Ts values
and their transmissions do not overlap with any transmission
in the first or the second hop. Using Ts, the nodes in the
fourth hop would have chosen to transmit simultaneously with
the transmission from the first hop, and so on. Simultaneous
transmissions with NHS are guaranteed to have a hop-distance
of three, making sure that no collision occurs at any receiving
node. Designing a protocol with a cadence-factor, !, of less
than three can result in collisions at the receivers. On the other
hand, if ! is chosen to be greater than 3, data from deeper hops
can reach the root within one harmonizing period. The choice



of ! provides a tradeoff between the latency suffered by a
packet to reach from a leaf-node to the root and the maximum
number of children a node can have. In general, the reference
time Ts can be calculated with respect to ! as follows:

Ts = (
! � 1

!

)TH + � (2)

In the steady state, the network operation is harmonized
with respect to the cadence-factor (!) and the harmonizing
period (TH ). Transmissions by any node in the network is
conducted only once every harmonizing period, but different
hops are offset in a cyclic manner to avoid collisions. This
approach improves the end-to-end latency in a fashion similar
to that of pipelining. The nodes at the j

th hop now listen only
in the windows where the nodes in the (j+1)th or (j�1)th hop
are going to transmit. By listening to the nodes in the previous
hop-level, the protocol ensures that the communication from
the root node to leaf-nodes is also possible. It can be observed
that the data from ! number of hops can reach the root within
one cycle, once the protocol starts to operate in the steady state.
The packets in the opposite direction can reach the root in a
number of cycles equal to the number of hops. The network
operation can be configured to be more responsive in either
direction. If data collection is the main goal, then the described
design is appropriate, otherwise the children nodes transmit
just after the next transmission by their parent to enable fast
delivery of data from the root to the leave in case of flooding
applications. This asymmetric operation is practical for most
data-collection applications, the reverse data channel can be
used for network maintenance, acknowledgements, and other
similar functions.

The NHS protocol is distributed by design and maintains
very little state. The primary benefit from this approach is that
the transmissions are harmonized around periodic boundaries,
and packets do not suffer from contention. The radios on
the nodes only need to be turned on in a periodic manner
for a small time-span, which considerably reduces the radio
switching overhead. The proposed protocol does not aim to
achieve a high throughput, since the goal is not to maximize the
number of possible simultaneous transmissions in the network.
That optimization problem requires global knowledge and has
been solved in the past using graph-coloring approaches [25].

VII. REAL-TIME PERFORMANCE

So far, we have described the operation of the NHS
protocol based on parameters such as harmonizing period
(TH ), cadence-factor (!) and node degree (Q). The choice of
these parameters can directly or indirectly impact the resource
consumption and real-time characteristics of the network.
The following sections introduce an analysis that allows to
reason about the trade-offs between the end-to-end latency and
parameters: TH , !, and Q.

Observing that NHS parameters can be selected such that
packets are always delivered before the next transmission,
enables pre-runtime guarantees on end-to-end packet delivery
deadlines, as presented in Section VII-B.

A. End-to-End Latency

The worst-case end-to-end latency that may be suffered
by a packet from the time it is released by an application

to the time it is delivered at the root node consists of the
delays occurred due to the packet-batching and the latency in
the multi-hop network. Based on the design of our approach
for batching the packets from multiple applications, worst-
case delay a packet can suffer at a node is equal to the
harmonizing period, TH . The worst-case happens when the
packet is released by the application just after the end of a TH

cycle, and it can only be released into the network near the
end of the next period boundary, as evident from Figure 2b.

At the j

th hop, the maximum number of slots that can be
occupied for transmissions is equal to the maximum number of
children a node can have. Also, the worst-case network latency
suffered by a packet from a node in the j

th hop to the root is

Lj =
(j � 1)TH

!

+Q�  jTH

!

(3)

Each node turns on its radio to listen to its children and its
parent and then to forward the data in the next slot. The total
worst-case latency (including the delay at the node) suffered
by a packet released by a node in the j

th hop-level can be
given as:

Ltotal  TH + d j
!

eTH

We define delivery-factor ', as

' = (1 + dhmax

!

e)

Hence, the worst-case latency for a packet from the hmax hop
level is:

Lmax = ' · TH (4)

If the harmonizing period is chosen to be less than half of
the period of the most frequent task (i.e., TH < T1/2), and if
! can be chosen to be greater than the maximum number of
hops in the network, NHS can guarantee that a packet from any
node in the network can always be delivered to the root before
the next packet is released by that node, and this determinism
allows NHS to provide real-time performance guarantees to
applications as we will see in the next subsection.

B. End-to-End Deadlines

The Network-Harmonized Scheduling protocol can provide
deterministic end-to-end latency that can be leveraged to meet
the packet delivery deadlines specified by the applications. We
assume that the applications specify relative deadlines given by
Di, where i = 1, 2, ...n, considered from the point of release
of the packet. For ensuring that all the packets meet their
delivery deadlines, the maximum latency should be less than
the minimum deadline, such that:

min(D1, D2, ...Dn) � Lmax (5)

which implies:
Dmin � ' · TH (6)

The above equation shows that a packet originating within
! number of hops can reach the root node within two cycles
of the harmonizing period. Conversely, the harmonizing period
can be selected such that the deadlines are always met.



TABLE I: Various fields in the NHS packet header.

Field Description
ID ID of the transmitter
Slot Offset (�), transmitter’s slot with respect to its parent
Parent ID of transmitter’s parent
Hopcnt Hop count (⌘), Transmitter’s Hop level
Cycle Current cycle in number of harmonizing periods
N child Number of transmitter’s children
Child k ID of the kth child
NHS Data Data from all the deployed applications, delineated by

application ID and length.

The choice of the cadence-factor, !, is also important
in determining the latency suffered by the packets over a
multi-hop path, as given by (3). Increase in ! also results
in narrowing the offset in the transmissions from successive
hops; hence, it may not be possible to increase ! beyond the
point that the transmissions from nodes at a hop may not fit
inside a time-window of t! = TH/!. The number of slots in
a time-window of t! can be calculated as:

n! = t!/� =
TH

�!

Assuming that the maximum node degree is Q, the number
of slots in each t! should at least be equal to Q to accommo-
date all transmissions from all the nodes:

n! � Q ) TH

�!

� Q (7)

By eliminating TH from (6) and (7), we can deduce that:

Dmin

'

� Q�! (8)

We can now find a suitable value for the maximum number
of children a node can have such that the minimum end-to-end
deadline is met.

Q  Dmin

'�!

(9)

As the packets are batched with the same harmonizing period,
we can say that if the minimum deadline is met, the larger
deadlines will also be met. Equation 9 provides an upper limit
on the network size, such that the real-time requirements of
applications are met.

VIII. IMPLEMENTATION

We implemented the Network Harmonized Scheduling for
the Contiki operating system, such that it replaces the Radio
Duty-Cycling (RDC) and the Medium Access Control (MAC)
layers of the Contiki network-stack. The core of the NHS
implementation is a simple state-machine as shown in Figure 7.
The state machine is the same for all the nodes except the root
node. The protocol starts with all the nodes in the network
waiting to receive a packet with their radios on. Whenever a
node receives its first packet, it registers the id of the incoming
packet as its parent node, and continues to listen for incoming
packets for another harmonizing period so that it can listen
to its peers. The packet header in the NHS implementation is
shown in Figure 6, which contains several fields as described
in Table I.

ID Slot Parent Hopcnt Cycle N_child Child_1 Child_2 Child_k NHS Data 

Fig. 6: The packet header in NHS implementation

Wait!
radio_on()!

Receive!

Sleep!
radio_off()!

Transmit!

Ts = choose_slot_tx();!

tx_done()!

ready_to_listen()!

wake_at(Ts)!

At t=0, start!

Fig. 7: State machine showing the core of implementation of
the NHS protocol at each node.

If a node receives a packet from a parent, it calculates the
next relative time-reference to transmit based on the received
�-tuple using the function choose_slot_tx(). This func-
tion calculates the reference time with the help of Equation 2,
and conducts the slot selection algorithm among the neighbors
of this node as previously described in Section V. Then, the
node goes to the sleep state, and wakes up at the time-reference
Ts to transmit its data. Once the transmission is finished, the
node goes to sleep immediately. The time instants for the
nodes to wake up to listen is calculated using the function
ready_to_listen(), that wakes up the nodes only when
either parent hop or children hop transmit. The implementation
of the Network Harmonized Scheduling protocol for Contiki
can be obtained at [14].

IX. EXPERIMENTAL EVALUATION

We implemented the Network-Harmonized Scheduling pro-
tocol for the Contiki [10] operating system for TMote Sky
sensor nodes. In order to evaluate the performance of NHS
with respect to energy efficiency, we compared the average
radio duty-cycle achieved with NHS against an ideal TDMA
approach. For estimating the duty-cycle of each node with
the ideal TDMA, we assume that each node only turns on
its radio at the exact instants to listen to its parent, its children
and to transmit in its allocated slot. All other overheads of
radio-switching and clock-synchronization are assumed to be
negligible in the ideal TDMA estimation. The duty-cycle for
each node in case of ideal TDMA for a given topology is
calculated offline by considering the network graph.

We measured the average radio duty-cycle per node for
two different topologies, with varying values of harmonizing
period. Topology 1 is a linear-topology as shown in Figure 11,
where 8 nodes are arranged in a linear topology with a
maximum number of hops equal to 6. Topology 2 is a multi-
hop tree topology shown in Figure 12. The values for duty-
cycle are obtained after running the network for a duration
of 600 harmonizing periods. The experiments are conducted
for a large number of cycles to amortize the radio on-time in
the bootstrapping phase, as the radio remains on continuously
for the first few cycles. The results of the experiment are



shown in Figure 13 and Figure 14. It can be observed from
the results that the average duty-cycle in NHS is within 15%
as compared to the ideal TDMA case. This overhead appears
partly because the radio remains on for the first few cycles
to identify the parents, peers and children, and partly because
of the time consumed in the switching of the radio. It can be
observed that the relative overhead compared to the ideal is
larger for small values of harmonizing periods, which is about
30% for the Topology 1 and about 12% for Topology 2, with a
period of 1 sec. The overhead is larger for the linear topology
because each node has only one parent and one child and the
radio switching overhead accrues for each reception. However,
for the tree topology a node receives several packets from its
children back-to-back, thus reducing the switching overhead.

A. Real-Time Performance Evaluation

We also simulated the operation of the Network-
Harmonized Scheduling protocol to evaluate its performance
and validate the analytical results obtained in the previous
section. The network topology for simulation consists of a set
of nodes spread randomly with a uniform distribution in a 2-
dimensional field of size 100m ⇥ 100m. A given number of
nodes, N are spread uniformly over the field. The number
of nodes in each broadcast domain are automatically selected
during the procession of the protocol. Corresponding to the
number of nodes in the broadcast domain at a given hop level,
successive hops are generated based on the nodes that lie
within the radio transmission range. The simulation is a time-
driven execution, where each node is autonomously assigned
a slot to transmit.

In this evaluation, we configured the transmission power
of the nodes such that a receiver within a certain radius (in
meters) can receive the packets successfully with a probability
of 100%. Various external factors such as interference from
other devices and multi-path can result in unexpected packet-
loss, but our evaluation focuses on the performance limits
of the protocol and its overall behavior under perfect packet
reception. The simulation environment is chosen to highlight
the advantages of the NHS protocol with respect to its real-time
characteristics, and impact of network capacity on deadlines.

We observed the impact of the network size and selection
of the harmonizing period on the real-time behavior of our
protocol. The results are shown in Figure 8 and Figure 9.
Firstly, we measured the effect of the choice of harmonizing
period on the number of packets that miss the minimum dead-
line. The deadline is chosen corresponding to the harmonizing
period as given by (6). The harmonizing period is defined
according to the minimum possible period (and deadline) to
show the performance limits of the NHS protocol. Longer
deadlines are bound to provide better performance in terms of
deadline misses by allowing the choice of larger TH . Smaller
harmonizing periods will require more packets to be trans-
mitted within a smaller window, thus more deadlines will be
missed. In Figure 8, we show the decrease in deadline misses
as the harmonizing period increases, for different values of the
radio-range. The total number of nodes, N was fixed to 100
for these experiments, and we assume that each node releases
a packet every harmonizing period. Note that, with larger
radio range, more nodes are covered within one broadcast
domain and more slots are required at each hop. Hence, a short

r!

Fig. 11: An example linear
topology with 8 nodes.

r!

Fig. 12: An example
tree-like topology with
10 nodes.
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Fig. 13: Average radio duty-
cycle for the linear topology
in Figure 11.
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Fig. 14: Average radio duty-
cycle for 10 nodes in a multi-
hop graph shown in Fig-
ure 12.

harmonizing period may not be sufficient to accommodate all
the transmissions. For example, a period of 1000ms or larger
is enough to guarantee that all network deadlines are met, if
the radius of coverage by each node is equal to or less than
30m.

The following experiment studied the impact on deadline
misses as the number of nodes in the network increases, for
different radio ranges, and a given harmonizing period of
1000ms. As the number of nodes increases, more packets need
to be transmitted in each slot, thus the number of deadline
misses also increases, as shown in Figure 9. This figure also
shows that, with an harmonizing period of 1000ms, up to 100
nodes are supported with no deadline misses.

Energy consumption of a sensor node is directly depen-
dent on the duty-cycle of the radio, and we measured the
average duty-cycle over all the nodes for different values of
the harmonizing period. If the harmonizing period can be
made large while meeting the deadlines, then increasing the
harmonizing period improves the duty-cycle. Note that the pre-
runtime guarantees offered by NHS (presented in section VII)
enable us check if our selection of the harmonizing period will
allow us to meet all deadlines. One of the key advantages of
NHS lies in the fact that the nodes are autonomously assigned
slots in the bootstrapping phase, and then the nodes do not need
to listen to activity other than in the slots of its neighbors. A
node only transmits in one slot per harmonizing period, and
keeps the radio on during the transmission by its neighbors,
which is always less than Q number of slots. The results for
average radio duty-cycle over all the nodes in the network with
varying network size are shown in Figure 10. The values are
averaged over 20 iterations, and the error bars show the range
of deviation in the duty-cycle. With a network size of 100
nodes, NHS can achieve about 0.50% duty-cycle at a period of
60 secs. The average duty-cycle remains below 2% for periods
greater than 20 secs with a network size up to 200 nodes.
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Fig. 8: Impact on deadline misses with in-
crease in TH with different radio ranges.
The values are averaged over 20 iterations
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Fig. 9: Average deadline misses over 20
iterations with respect to the size of the
network. The error bars are also shown.

0 10 20 30 40 50 60 70 80 90 100
0

1

2

3

4

5

6

7

8

9

10

11

12

Harmonizing Period (secs)

A
ve

ra
g

e
 R

a
d

io
 D

u
ty

 C
yc

le
 (

%
)

 

 

N=50    
N=100    
N=150    
N=200    
N=250    

Fig. 10: Average radio-duty cycle over
all the nodes after 20 iterations with the
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X. LIMITATIONS AND FUTURE WORK

Despite its simple implementation and distributed design,
there are certain limitations that may hamper the application
of Network-Harmonized Scheduling (NHS) in some scenarios.
NHS provides static schedules to the nodes in the network,
hence the support for mobile nodes is not available in the
described version of the protocol. It is, however, possible
to provide contention slots at each hop to allow mobile or
nomadic nodes to participate in the network.

As future work, we would like to further reduce the energy
consumption during the bootstrapping phase by employing
Carrier Sense techniques with Low-Power Listening (LPL)
instead of keeping the radios ON constantly until the reception
of a packet. Finally, we would like to modify the protocol to
divide the harmonizing period into sections of exponentially
decreasing widths instead of fixed widths, since the packets
get accumulated in an exponential manner while forwarding
the data from leaf nodes to the root node.

XI. CONCLUSIONS

We proposed the Network Harmonized Scheduling (NHS)
protocol for distributed coordination of packet transmissions
in a multi-hop network. The concept of NHS is inspired
from the Rate-Harmonized Scheduling approach where the
executions of various tasks is aligned around a period boundary
for saving power by enabling the processor to go into deep
sleep states more often. We use a similar approach to batch
packets from multiple applications together around periodic
boundaries, which makes the transmissions periodic. This
periodic behavior is leveraged to create a network protocol
that obviates the need for an explicit medium-access, and
pipelines the packet transmissions over a multi-hop network.
Our work shows that it is possible, and beneficial at the
same time, to coordinate network access across multiple hops
in a simple manner, without global state maintenance. This
approach results in deterministic network operation, and allows
pre-runtime delay guarantees to be derived for the protocol.
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