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Abstract 
In mixed-criticality multicore systems, the appropriate degree of isolation between applications of different 
criticalities is a primary objective. However, efficient utilization of the platform 19s processing capacity and other 
resources is still desirable and important. In recent work, we, therefore, proposed an approach that reclaims 
cache resources assigned to low-criticality tasks when these are dispensed with, in the event of a system mode 
change. The reclaimed cache resources are reassigned from the lower-criticality tasks to the remaining higher-
criticality tasks to improve performance. The per-task cache partitions can either be configured to hold frequently 
accessed ( 1chot 1d) pages, locked in place, or they can be used dynamically, with cache lines moved in and out. 
The first option simplifies WCET analysis while the second option simplifies the act of cache reconfiguration at 
runtime.Meanwhile, the performance implications of the two options are not immediately obvious. Therefore, in 
this work-in-progress, we explore an arrangement that combines both approaches, in order to achieve the best 
tradeoff between efficient analysis, low reconfiguration overheads and good schedulability Simple per task cache 
partitions (without page locking) are to be used for the portion of the cache that is subject to reclamation. At mode 
switch, the high-criticality tasks keep the pages they had locked in the cache and get additional partitions, out of 
reclaimed cache, to bring other pages in and out as needed. 
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Abstract—In mixed-criticality multicore systems, the appro-
priate degree of isolation between applications of different
criticalities is a primary objective. However, efficient utilisation of
the platform’s processing capacity and other resources is still de-
sirable and important. In recent work, we therefore proposed an
approach that reclaims cache resources assigned to low-criticality
tasks when these are dispensed with, in the event of a system
mode change. The reclaimed cache resources are reassigned from
the lower-criticality tasks to the remaining higher-criticality tasks
to improve performance. The per-task cache partitions can either
be configured to hold frequently accessed (“hot”) pages, locked
in place, or they can be used dynamically, with cache lines moved
in and out. The first option simplifies WCET analysis while the
second option simplifies the act of cache reconfiguration at run-
time. Meanwhile the performance implications of the two options
are not immediately obvious. Therefore, in this work-in-progress,
we explore an arrangement that combines both approaches, in
order to achieve the best tradeoff between efficient analysis, low
reconfiguration overheads and good schedulability Simple per-
task cache partitions (without page locking) are to be used for
the portion of the cache that is subject to reclamation. At mode
switch, the high-criticality tasks keep the pages they had locked
in the cache and get additional partitions, out of reclaimed cache,
to bring other pages in and out as needed.

I. APPLICATION DOMAIN AND CHALLENGE

Real-time embedded systems in different domains (au-

tomotive, avionics, aerospace) host computational tasks of

different criticalities. Lower-criticality tasks must not interfere

unpredictably with higher-criticality tasks at run-time, because

a deadline miss by a high-criticality task can be disastrous.

Conversely, rigid prioritisation by criticality and/or using the

same development processes and worst-case execution time

(WCET) estimation techniques for lower-criticality software as

for high-criticality software is inefficient in terms of platform

utilisation and engineering cost. Such issues are exacerbated

with the move to multicores. Therefore, the research commu-

nity has focused on assembling a toolset of scheduling models

and techniques for (i) efficient use of processing capacity and

(ii) schedulability guarantees for all tasks under typical condi-

tions subject to (iii) ensured schedulability of high-criticality

tasks in all cases. Most works [1] build on Vestal’s model [2],

as refined by Baruah and Burns [3]. This versatile model

views the system operation as different modes, whereby only

tasks of a certain criticality or higher execute; additionally,

different WCETs estimates are assumed for the same task in

each mode that it can be a part of, with corresponding degrees

of confidence. In the simpler case of just two criticality levels

(and two modes, L and H), whenever a task overruns its WCET

estimate for the L-mode, the system switches to the H-mode,

and lower-criticality tasks are dispensed with.

II. MOTIVATION

This line of work is motivated by our view that when de-

signing scheduling arrangements for mixed-criticality systems,

(i) the consideration of more detailed architectural models and

(ii) the leveraging of their properties can provide both greater

confidence in the analysis and improved schedulability. We

also noticed, that just as the classic Vestal model dynamically

adjusts the allocation of one resource (the processor) whenever

a mode change occurs, the same principle could be put to

use for other resource types. So, in our latest work [4], we

proposed an arrangement whereby the shared last-level cache

on a multicore is partitioned among the tasks and, at mode

change, the cache resources assigned to the lower-criticality

tasks are reallocated to the remaining higher-criticality tasks,

when the former ones are discarded. The principle leveraged

is that a task’s WCET time (and estimates of it) is a function

of the cache resources available to the task. However, this

principle can be exploited in different ways.

In particular, we assumed that each task will lock its most-

frequently accessed (“hottest”) pages into its partition, using

Coloured Lockdown [5]. At mode change, the portion of the

cache reclaimed from the lower-criticality tasks would be

reused for bringing in and locking in additional hot pages of

the high-criticality tasks. This was the “default” arrangement

but we also acknowledged the possibility of instead entirely

foregoing any page locking in the cache and just using per-

task partitions, with their contents (cache lines) dynamically

updated at run-time, as lines are brought in and evicted. One

way or the other, at mode change, the high-criticality tasks

receive more cache.

The main reason for considering the alternative arrangement

(without locking) is that of potentially substantial latencies

associated with unlocking pages of L-tasks at mode change,

bringing in pages by H-tasks in their place and locking them

in place.



Refraining from the use of in-cache page locking would

largely solve the problem of high cache reconfiguration la-

tencies at mode change, in practice. However there are other

analysis and performance implications from choosing this

approach.

Cache-aware static WCET analysis of a task using a dedi-

cated cache partition without any locking is computationally

more complex and necessitates keeping track of a larger state,

compared to the case of when the cache partition holds locked

memory pages. To the extent that this necessitates simplifying

(pessimistic) assumptions for the sake of tractability, it may

add pessimism to the WCET estimation. We expect that, in

some cases, such pessimism may result in higher WCET

estimates for a task whose cache partition of a given size is

used dynamically than if page locking were used – whatever

the actual (but, ultimately, unknowable) exact WCETs are.

Static WCET analysis techniques are to be used for WCET

estimates used in the high-criticality mode.

Conversely, for the low-criticality mode WCET estimates, a

measurement-based approach could be used, perhaps in con-

junction with statistical analysis and Extreme Value Theory,

to estimate excedance probabilities for a given execution time.

We conjecture that measurement-based estimates of WCET

could be lower, more often than not, when a task’s cache

partition is used dynamically than in the case of holding locked

pages.

These conjectures would need to be experimentally tested,

with benchmarks on real hardware but in any case, the mode

of use of the cache partition has implications on the WCET

estimates derivable for the task. Therefore, we seek to identify

how to most appropriately combine the two approaches, for the

best performance in terms of mixed-criticality schedulability.

III. PROBLEM STATEMENT

A. The proposed “Partial-Lockdown” arrangement

Consider a mixed-criticality multicore system where the

shared last-level cache is partitioned among the tasks. At mode

change, the cache portions originally assigned to the L-tasks

are redistributed to the remaining H-tasks, as described earlier.

In order to keep the latency of this cache reconfiguration low,

we therefore mandate, in this work, that

• The cache partitions of the L-tasks be used dynamically

in L-mode, to bring lines in an out, as needed.

• Upon being reassigned to the H-tasks, these same cache

lines are to be again used dynamically, by the H-tasks.

This avoids the high latencies from unlocking/re-

populating/locking anew every line of such a reclaimed

partition. However, for the H-tasks, it would still be practical

to arrange for some hot pages to be locked in place in their

cache partitions at startup, throughout the L-mode, and even

after the switch to H-mode.

Figure 1 illustrates the Partial-Lockdown arrangement we

propose. In the L-mode, the H-task cache partitions (τ1 to τ4),
shown in dark blue) may use some (or all) of the available

lines to hold some of their hot pages (locked in place); the

Fig. 1: Illustration of the Partial-Lockdown hybrid cache

partitioning arrangement in the two modes.

rest of an H-task’s partition may be employed dynamically.

As for the L-tasks (τ5 to τ9), their entire partitions (shown

in light green) are used dynamically. In the figure, the bigger

rectangles with the pin symbol in the corner stand for locked

pages; the smaller narrower rectangles stand for parts of the

cache whose lines are populated and replaced dynamically.

In the H-mode, the H-task partitions are enlarged with the

reclaimed portions (shaded in lighter blue) of the cache that

were previously part of the L-tasks’ partitions. Those parts of

the cache will also be used dynamically by the H-tasks.

It follows that a task’s WCET (estimate) is now a function

of two variables:

• The number σ of the task’s pages (selected in order of

hotness, from a predetermined ranking) that are locked

in its partition.

• The size π of the part of the task’s partition1 that is

available for dynamic use (i.e., with lines populated and

evicted at run-time).

This is a generalisation of what held, e.g., in [6], where the

“progressive lockdown curve” indicated the WCET estimate as

1For symmetry and apples-to-apples comparison, instead of bytes or lines,
we also expect the size π to be specified in terms of how many memory pages
would fit in there.



a non-increasing function of just one parameter (the number

of locked pages). 2

B. The objective

Assuming partitioned EDF scheduling, with per-task L-

mode deadline-scaling, as conceived by Ekberg and Yi [8],

how to identify what the appropriate values for σ and π are,

for each task, in each of the two modes, in order to have a

schedulable system (if at all possible)?

IV. PROPOSED APPROACH AND PRELIMINARY RESULTS

To solve the problem, we need (i) WCET estimation

techniques for creating the parametric 3-dimensional WCET

curves, as a function of σ and π, for each task; (ii) appropriate

schedulability analysis, to which these WCET estimates will

be fed; and (iii) good heuristics for selecting σ and π, for each

task and mode.

For parametric H-WCET estimation, we will be considering

cache-aware static WCET analysis approaches. Accesses to

locked pages will be always-hit upon reuse. Some potentially

useful principles for parametric WCET characterisation have

been identified in [9]. For the parametric L-WCETs, we

could use measurements in conjunction with the application

of statistical analysis and Extreme Value Theory, as in our

work on WCET estimation for GPU kernels [10].

In terms of schedulability analysis, we can largely piggy-

back on the existing analysis from our recent work [4]. It

requires (at most) three WCET estimates per task τi:

• CL

i
(σi, π

L

i
), the WCET estimate of τi for the L-mode,

assuming σi locked pages and size πL

i
for its dynamic

cache.

• CH

i
(σi, π

L

i
), the WCET estimate of τi for the H-mode,

assuming σi locked pages and size πL

i
for its dynamic

cache. This is only defined for H-tasks and pertains to a

carry-over job (i.e., released before the mode change but

completed after it).

• CH

i
(σi, π

H

i
), the WCET estimate of τi for the H-mode,

assuming σi locked pages and size πH

i
≥ πL

i
for its

dynamic cache. This is, again, only defined for H-tasks

and characterises jobs released after the mode change.

However, to make it more realistic, we intend to extend that

analysis by incorporating the cache reconfiguration latencies,

occuring at the mode change. Those latencies would also

depend on the variables σi, π
L

i
and πH

i
that specify the cache

partitioning arrangement in the two modes.

As for suitable heuristics for setting σi, πL

i
and (where

applicable) πH

i
for each task, we do not yet have any strong

intuition, but we have some ideas about how to get there.

V. ENVISIONED SOLUTION

We intend to try various approaches and see what works

best or learn from them to design an even better heuristic.

2The WCET is not always non-increasing with the size of task’s dynami-
cally used partition but a non-increasing over-approximation typically entails
little loss of precision [7].

Mirroring our approach in [4] we could identify a design

metric that correlates with schedulability (such as, for exam-

ple, the system utilisation) and then optimise for that. For

example, we could encode the parametric WCET curves as

variables and use an ILP solver to come up with an assignment

that minimises the utilisation in the L-mode. Subsequently, we

could do the same for the H-mode, subject to the outputs for

the L-mode. Given though that the parametric characterisation

of the WCET uses two parameters, σ and π, care should be

taken to keep this tractable. We expect that this may imply a

more coarse-grained partitioning of the cache than in [4].

Alternatively, we could use a meta-heuristic, like simulated

annealing or genetic algorithms, to explore the design space.

To the extent that we can identify patterns of good solutions

from the output of the ILP or the metaheuristic, we could also

come up with our own rules-of-thumb and express them as

heuristics. Another thing to consider is to over-approximate

the (probably, very irregular) three-dimensional parametric

WCET curves with more regular ones, that can be described

by relatively simple (e.g., low-order polynomial) equations, in

order to leverage their mathematical properties and formulate

conceptually clear heuristics.

This work fits into our vision of extending the Vestal model

with reclamation of multiple resources types, at mode change.
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