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Abstract

This paper investigates the cooperative real-time trajectory design issue for multiple unmanned aerial vehicles (UAVs) to support long-range emergency communications in disaster areas. To quickly restore the communication links between mobile users (MUs) and base stations, UAVs equipped with a radio frequency (RF) module and a free space optical (FSO) module serve as relay nodes. Given the difficulty of setting up a central controller for UAVs and the urgency of emergency communication, the UAV trajectory design issue is formulated as a distributed cooperative optimization problem. A collaborative multi-UAV trajectory design method based on multi-agent proximal policy optimization (MAPPO) is adopted to improve RF/FSO channel throughput. Compared with the state-of-the-art DRL methods, MAPPO can achieve higher RF allocation efficiency and increase the FSO communication backhaul capacity.
Abstract—This paper investigates the cooperative real-time trajectory design issue for multiple unmanned aerial vehicles (UAVs) to support long-range emergency communications in disaster areas. To quickly restore the communication links between mobile users (MUs) and base stations, UAVs equipped with a radio frequency (RF) module and a free space optical (FSO) module serve as relay nodes. Given the difficulty of setting up a central controller for UAVs and the urgency of emergency communication, the UAV trajectory design issue is formulated as a distributed cooperative optimization problem. A collaborative multi-UAV trajectory design method based on multi-agent proximal policy optimization (MAPPO) is adopted to improve RF/FSO channel throughput. Compared with the state-of-the-art DRL methods, MAPPO can achieve higher RF allocation efficiency and increase the FSO communication backhaul capacity.
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I. INTRODUCTION

When earthquakes, tsunamis, flash floods, and other disasters occur, communication facilities may be damaged, and then emergency communication becomes dominant. The research on emergency communication has attracted the joint attention of academia and industry [1]–[3]. Considering the destructiveness of ground roads and the urgent emergency communication guarantees when disasters occur, long-distance communication for irregular mobile users (MUs) in disaster areas has become difficult. Free space optical (FSO) communication uses laser light waves as the carrier wave and the atmosphere as the transmission medium without laying optical fibers, providing large communication capacity and high-speed, long-distance transmission. Unmanned aerial vehicles (UAVs) are flexible and can fly quickly and accurately to a given location. How to use the UAV equipped with an FSO module (connecting with the ground base station) and a radio frequency (RF) module (access in a disaster area) as an emergency communication tool in a disaster area is of great significance [4]. [5].

The introduction of UAVs in emergency communications has enormous advantages. An optimal location deployment method for UAVs is proposed to optimize unevenly distributed access and area coverage in disaster areas [4]. However, autonomous rescues in disaster areas tend to move erratically while search and rescue personnel are organized, and these become highly spatio-temporal dynamic characteristics of access [7]. The cooperative pursuit of multiple UAVs in a dynamic environment is a complex problem.

As a branch of artificial intelligence, deep reinforcement learning (DRL) is often used for decision-making in complex situations. It also has many contributions to the field of UAV deployment. DRL has many advantages, which can make multi-step decisions to obtain optimal rewards in dynamic environments [8]. However, single DRL is mainly used for dynamic environments in low-dimensional action and state spaces [9]. Multi-agent DRL can work together in global and high-dimensional state space [10], especially multi-agent proximal policy optimization (MAPPO) algorithm [11]. Can the MAPPO algorithm be introduced to alleviate the dimensional explosion of the state and action space of UAVs’ cooperative work in emergency communication?

This paper studies the trajectory optimization and resource management of UAVs in disaster areas emergency communication, where UAVs equipped with RF/FSO serve MUs as relay base stations. To address the complexity, high-dimensionality and urgency of emergency rescue, we introduce a multi-DRL method, i.e., MAPPO, for multi-UAV cooperative emergency communication.

II. RELATED WORK

The use of UAVs to assist ground base stations (GBSs) in covering on-signal areas has gained significant attention globally in recent years, as noted in several studies [12], [13]. Additionally, free-space optical (FSO) communication for high-speed point-to-point communication has also received tremendous attention, as demonstrated in [14], which explored the use of FSO in quickly establishing backhaul between UAVs and MUs in disaster areas.
DRL is a popular ML technique used in solving the decentralized partially observable Markov decision process (Dec-POMDP) that arises in optimizing UAV trajectories for providing communication to MUs. This approach was applied in several studies [15]–[17], such as Qin et al.’s multi-agent DRL method for UAV trajectory design that aims to maximize throughput and ensure fair communication service to MUs [16]. In another study, UAV trajectory optimization is performed using a multi-agent reinforcement learning algorithm [16]. Although several studies have focused on UAV trajectory optimization, none of them have addressed the cooperation that considers the data that UA Vs can cache [17].

In this study, we consider a slotted system with identical UA Vs cooperate to connect GBSs and MUs.

B. RF Channel Model

The RF channel between a UAV and an MU is a probabilistic line-of-sight (LoS) channel [18]. Between UAV $i$ and MU $j$, let $L_{i,j}^{\text{LoS}}$ and $L_{i,j}^{\text{NLoS}}$ denote the path losses in LoS and NLoS scenarios, respectively. They can be expressed as

\[
L_{i,j}^{\text{LoS}}(d_{i,j}) = B^\text{LoS} + \gamma^\text{LoS} \log d_{i,j} + G
\]

and

\[
L_{i,j}^{\text{NLoS}}(d_{i,j}) = B^\text{NLoS} + \gamma^\text{NLoS} \log d_{i,j} + G,
\]

where $d_{i,j}$ denotes the distance between UAV $i$ and MU $j$; $B^\text{LoS}$ and $B^\text{NLoS}$ denote the path losses at reference distance $d_{i,j} = 1$; $\gamma^\text{LoS}$ and $\gamma^\text{NLoS}$ denote the path loss exponents of LoS and NLoS transmissions, respectively; $G$ is a standard Gaussian random variable, i.e., $G \sim \mathcal{N}(0, 1)$.

Given altitude $h_i$ for UAV $i$, we can define the elevation angle between UAV $i$ and MU $j$ as $\varphi_{i,j} = \sin^{-1}(\frac{h_i}{d_{i,j}})$. The LoS probability \[\rho_{i,j}^{\text{LoS}}(\varphi_{i,j}) = 1 + \eta \exp\left[-\beta(\varphi_{i,j} - \eta)\right],\]

where $\eta$ and $\beta$ are environmental parameters w.r.t. the urban environmental deployment model. On the other hand, the NLoS probability is given by

\[
\rho_{i,j}^{\text{NLoS}}(\varphi_{i,j}) = 1 - \rho_{i,j}^{\text{LoS}}(\varphi_{i,j}).
\]

To sum up, the statistical path loss jointly with LoS and NLoS probabilities can be calculated as

\[
L_{i,j}^{\text{avg}} = L_{i,j}^{\text{LoS}} \rho_{i,j}^{\text{LoS}} + L_{i,j}^{\text{NLoS}} \rho_{i,j}^{\text{NLoS}}.
\]

The signal-to-interference-plus-noise ratio (SINR) for the RF channel between UAV $i$ and MU $j$ is given by

\[
\Gamma_{i,j} = \frac{P_r^{i,j} 10^{-L_{i,j}^{\text{avg}}/10}}{\sigma^2 + \sum_{m=1, m \neq i}^{N_{\text{uav}}} P_r^{m,j} 10^{-L_{m,j}^{\text{avg}}/10}},
\]

where $\sigma^2$ is the additive white Gaussian noise (AWGN) power, $N_{\text{uav}}$ is the number of UAVs, and $P_r^{i,j}$ is the transmission power of the UAV. $\sum_{m=1, m \neq i}^{N_{\text{uav}}} P_r^{m,j} 10^{-L_{m,j}^{\text{avg}}/10}$ is the aggregate interference power. The UAV communicates with MUs to ensure a high SINR. In case an MU connects each UAV with SINR lower than threshold $\delta$, the MU is considered as off-state [21]. The constraint on SINR is given by

\[
\text{SINR}(\Gamma_{i,j}) < \delta.
\]

Thus, the achievable rate of MU $j$ can be written as

\[
S_{i,j} = \frac{B_i}{N_{\text{mu},i}} \log_2 \left(1 + \frac{P_r^{i,j} 10^{-L_{i,j}^{\text{avg}}/10}}{\sigma^2 + \sum_{m=1, m \neq i}^{N_{\text{uav}}} P_r^{m,j} 10^{-L_{m,j}^{\text{avg}}/10}}\right),
\]

where $B_i$ is the bandwidth of the channel, $N_{\text{mu},i}$ is the number of radios on the MU, and $P_r^{i,j}$ is the received power at the MU.

III. SYSTEM MODEL

In this section, the system model (including the emergency communication scenario, RF channel model, MU mobility model, and FSO channel model) is introduced.

A. Scenario Description

The scene of multi-UA V cooperation in disaster area emergency rescue is shown in Fig. 1. This system consists of $I$ UAVs, $J$ MUs, and $K$ GBSs, collected in sets $\mathcal{I}$, $\mathcal{J}$, and $\mathcal{K}$, respectively. The GBSs are distributed around the disaster area. The MUs are randomly located with Poisson distribution. The UAVs provide RF communication services to the MUs. The UAVs can communicate with distant GBSs through an FSO channel.

In this study, we consider a slotted system with $T$ identical slots, as indexed by $t \in \mathcal{T} = \{1, 2, \cdots, T\}$. At the beginning of each time slot $t$, each MU $j \in \mathcal{J}$ moves randomly and requests radio resources. We assume a quasi-static environment where network state information remains unchanged during each time slot. We also assume disaster areas in the scenario of urban areas, as proposed by ITU-R [18].
where $B_i$ is the channel bandwidth of UAV $i$, $N_{mu,i}$ is the number of MUs connected to UAV $i$, and $N_{nav}$ is the number of UAV. Here, we assume that MUs evenly divide the channel bandwidth.

### C. MU Mobility Model

We assume that MUs walk on a continuous plane while having position $(x(t), y(t))$ and velocity $(V_x(t), V_y(t))$ at time slot $t$. The MU moves freely within the disaster area while position and velocity are statistically independent. The introduction of fluid dynamics to describe the crowd flow has been widely used [23]. Here Maxwell-Boltzmann distribution is introduced to describe the velocity of MU. The probability density function, $P(V_x)$, for a single velocity component, $V_x$, of MUs’ walking velocity is given by

$$P(V_x) = \frac{1}{\sqrt{2\pi \nu_{r,m.s.}^2}} \exp\left(-\frac{V_x^2}{2\nu_{r,m.s.}^2}\right),$$

(9)

where $\nu_{r,m.s.}$ is the root-mean-square of the velocity $\nu \equiv |V|$. $V_y$ and $V_x$ have the same representation, and their combined velocity probability density function is given by

$$P(V) = \frac{1}{2\pi \nu_{r,m.s.}^2} \exp\left(-\frac{V^2}{2\nu_{r,m.s.}^2}\right).$$

(10)

### D. FSO Channel Model

Since the FSO transmitting power of the GBS is much higher than that of the UAV, the main consideration here is the backhaul rate of the UAV to the GBS on the FSO channel [23]. The backhaul rate $\kappa$ of the FSO connection between a UAV and a GBS can be expressed respectively as

$$\kappa = \frac{P_t \xi_t \xi_{atm} \phi^2}{\pi (\xi_t/2)^2 d_{i,k}^2 \vartheta_p Z_0}$$

(11)

and

$$\xi_{atm} = 10^{-\frac{a_h t}{20}},$$

(12)

where $P_t$ is the FSO transmit power of the UAV; $\xi_t$ denotes the optical efficiencies of the transmitter and receiver; $\xi_{atm}$ denotes the value of the atmospheric transmission at the laser transmitter wavelength; $\phi$ stands for the UAV receiver FSO beam diameter; $\xi_t$ is the transmitter divergence; $\vartheta_p = h\epsilon/\lambda$ is the photon energy. While $h$ is Planck’s constant, $c$ is the speed of light, $\lambda$ stands for the transmission wavelength; and $Z_0$ is the mean receiver sensitivity in the number of photons/b. The distance between UAV $i$ and GBS $k$, $d_{i,k}$, and the atmospheric attenuation coefficient (dB/km), $\varrho$, are given by

$$d_{i,k} = \sqrt{(d_{i,h}^h)^2 + (h_i - h_k)^2}$$

(13)

and

$$\varrho = \frac{3.91}{\nu} \left(\frac{\lambda}{550nm}\right)^{-Q}$$

(14)

where $d_{i,h}^h$ is the horizontal distance between UVA $i$ and GBS $k$; $h_k$ is the altitude of the GBS; $\nu$ represents the visibility in kilometers; $Q$ is the environmental quality function [24]; and $\lambda$ is the wavelength of the transmitted signal. The relationship between different degrees of visibility and $Q$ is given by

$$Q = \begin{cases} 
1.6, & \text{if } \nu > 50 \text{ km}, \\
1.3, & \text{if } 6 \text{ km} < \nu < 50 \text{ km}, \\
0.16\nu + 0.34, & \text{if } 1 \text{ km} < \nu < 6 \text{ km}, \\
\nu - 0.5, & \text{if } 0.5 \text{ km} < \nu < 1 \text{ km}, \\
0, & \text{if } \nu < 0.5 \text{ km}.
\end{cases}$$

(15)

As a result, the backhaul rates $R$ of the UAVs to the GBSs under different visibility levels can be calculated.

### IV. MAPPO-BASED UAV TRAJECTORY DESIGN

#### A. Problem Transformation

Considering the dynamic characteristics of the environment, the distribution of the UAVs, and the locality of the UAVs’ observations, we formulate the UAVs trajectory optimisation problem as a Dec-POMDP problem. Dec-POMDP is a mathematical framework for multi-agent decision-making problems. In emergency communication scenarios, UAVs are regarded as distributed agents which execute flight strategies based on their local observations. The observations, states, actions, and rewards of this Dec-POMDP at time $t$ are defined as $O, S, A$, and $R$. The detailed definitions of Dec-POMDP elements are given as follows.

**Observation $O(t)$:** At time slot $t$, the agent collects the environmental information within the observation range, which includes the position and speed of the UAV, the position and speed of the MUs, and the position information of the GBSs in time slot $t$, so the observation $O(t)$ is defined as

$$O(t) = \{u(t), m_1(t), m_2(t), ..., m_j(t), g_1, g_1, ..., g_k, u^w(t), m_1^w(t), m_2^w(t), ..., m_j^w(t)\},$$

(16)

where $u(t) = (x_{nav}^t, y_{nav}^t, h_{nav}^t)$ and $m(t) = (x_{mu}^t, y_{mu}^t)$ represents the position of UAV and MUs in time slot $t$, respectively. Because the position of the GBS is constant, $g = (x_{gbs}, y_{gbs})$ defines the position of the GBS. In addition, $u^w(t)$ and $m^w(t)$ represent the dynamic speed of the UAV and the MU, respectively.

**State $S(t)$:** The system state is composed of the states of all UAVs, MUs, and GBSs in the environment, and the positions of the UAVs and MUs can change over time. Thus, the state space $S(t)$ at slot $t$ can be defined as

$$S(t) = \{u_1(t), u_2(t), ..., u_{N_{nav}}(t), m_1(t), m_2(t), ..., m_{N_{mu}}(t), g_1, g_1, ..., g_{N_{gbs}}, u_1^w(t), u_2^w(t), ..., u_{N_{mu}}^w(t), m_1^w(t), m_2^w(t), ..., m_{N_{mu}}^w(t)\},$$

(17)

**Action $A(t)$:** The action defines the value that guides the agent to act according to the policy function in the MDP. The action space of UAVs is defined as

$$A(t) = \{\varpi, \psi \mid \varpi \in [0, 1], \psi \in [-180, 180]\} \in I,$$

(18)

where $\varpi$ defines the flight radius of the UAV, $\psi$ defines the flight angle of the UAV. Each UAV maintains a fixed altitude for a time slot $t$ and flies within a continuous radius and angle.
**Reward** $R(t)$: The reward is what the agent gets in return after interacting with the environment. In the problem of UAV communication rescue in disaster-stricken areas, each UAV has the same purpose: to maximise the MU throughput, the backhaul rate to GBS, and the number of connected MUs. Based on (17), (18), and (19), the rewards for all UAVs at time slot $t$ are expressed as

$$R(t) = \sum_{i=1}^{N_{\text{mu}}} \sum_{j=1}^{N_{\text{mu},i,j}} S_{i,j} + \sum_{i=1}^{N_{\text{mu}}} \chi_k \exp\left(\frac{\mu}{\Theta_{\text{mu}}}\right),$$

(19)

where $\Theta_{\text{mu}}$ represents the number of disconnected MUs, and there is a formula $\Theta_{\text{mu}} = N_{\text{mu}} - N_{\text{mu},i,j}$ to calculate, $N_{\text{mu},i,j}$ is the number of MUs provided with communication services by UAV $i$; $\chi$ and $\mu$ represent the impact factors applied to balance rewards, where $\chi$ is fixed, and $\mu$ is positively correlated with the number of MUs.

**B. MAPPO**

To solve the Dec-POMDP constructed above, a centralised value function and a distributed policy function are adopted in MAPPO, which can achieve distributed execution while obtaining the maximum reward.

Maximizing the expectation of rewards is necessary to solve the trajectory optimization problem for UAVs. The Actor selects actions according to a policy $\pi$, and another component Critic evaluates the value of the selected actions. The global UAV rewards are accumulated as

$$r_t(\theta) = \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} R(\tau^t)\pi_\theta(a_t^i|s_t^i),$$

(20)

where $\tau$ is the sequence of experiences of the UAV interacting with the environment, which is stored in the experience replay area $D_k = \tau^t; \sum_{t=1}^{T} \pi_\theta(a_t^i, s_t^i)$ is the probability that a sequence $\tau^t$ occur. The recent reward is more important in the dynamic interaction between the UAV and the environment, so there is a discounted reward $R(\tau) = \sum_{t=1}^{T} \mu^t r_t$, and $\mu$ represents the discount factor. To maximise the agent’s cumulative reward, the policy network parameter $\theta$ is updated by gradient, which can be expressed as

$$\nabla \hat{r}_0 = E_{\tau^t \sim \pi_\theta(\tau)} A_\theta(s_t, a_t) \nabla \log \pi_\theta(a_t^i|s_t^i)],$$

(21)

where $A_\theta = \pi_\theta(s_t, a_t) - V_\phi(s_t)$ is the advantage function that is used to replace $R(\tau)$, and $V_\phi(\tau)$ represents the value function. The advantage function ensures that $a_t$ selected by the $\pi_\theta(s_t, a_t)$ under $s_t$ is superior to the other possible actions.

Considering that the policy of DRL is on-policy, i.e., the trained agent is the same as the agent that sampled the data. To make the adoption data reproducible, applying the importance sampling method is introduced, (22) and (23) are rewritten as

$$\nabla \hat{r}_0 = E_{\tau^t \sim \pi_\theta(\tau)} \left[\frac{\nabla \pi_\theta(a_t^i|s_t^i)}{\pi_\theta(a_t^i|s_t^i)} A_\theta'(s_t, a_t)\right],$$

(22)

and

$$J_\theta' = \mathbb{E}_{\tau^t \sim \pi_\theta(\tau)} \left[\frac{\pi_\theta(\alpha_t|s_t)}{\pi_\theta'(\alpha_t|s_t)} A_\theta'(s_t, \alpha_t)\right],$$

(23)

where the $\pi_\theta'$ is the policy that generates the training data. Too large a variance between $\pi_\theta$ and $\pi_\theta'$ can lead to reduced sample efficiency and cause the training process to become extremely unstable. Therefore, Kullback-Leibler (KL) divergence used to describe the measure of variability between two probability distributions is given by

$$D_{\text{KL}}(\pi_\theta || \pi_\theta') = \int_{-\infty}^{+\infty} \pi_\theta(a_t, s_t) \log \frac{\pi_\theta(a_t, s_t)}{\pi_\theta'(a_t, s_t)} d(a_t, s_t).$$

(24)

We want to constrain the magnitude of each $\theta$ update. The objective function can be clipped by clipping the parameter $\epsilon$, which can be expressed as

$$J_{\text{clip}}'(\theta) = \mathbb{E}_t[\min(r_t(\theta)A_\theta, \text{clip}(r_t(\theta), 1-\epsilon, 1+\epsilon)A_\theta)].$$

(25)

In the presence of a multi-agent environment, centralised training and distributed execution can effectively address the Dec-POMDP constructed above. In the centralised training phase, the value network with access to the global state changes part of Dec-POMDP into MDP. At this phase, the primary optimisation objective of the value network for parameter $\phi$ is given by

$$V_\phi(\phi) = \max \frac{1}{T} \sum_{t=0}^{T} \left(\sum_{i=1}^{N} (V_\phi(s_t^i) - \hat{r}_t^i)^2,\right.$$

(26)

where $D_i^t$ is the local experience trajectory buffer storing trajectory $\tau$, $\tau$ is defined by $(s_t, s_{t+1}, a_t, \hat{r}_t, ...)$ at time slot $t$. To train the value network stably, the value function needs to be normalised by the mean and standard deviation.

In addition, the main optimisation objectives of the policy network are given by

$$J_\theta' = \mathbb{E}_{\tau^t \sim \pi_\theta(\tau)} \left[\frac{\pi_\theta(\alpha_t|s_t)}{\pi_\theta'(\alpha_t|s_t)} A_\theta'(\alpha_t^i, \alpha_t^i)\right],$$

(27)

where $\tau_t$ is the sequence generated by UAV $i$ using local observation to interact with the environment. Each UAV updates the parameters $\theta_i$ according to $\tau_t$.

In the execution phase, UAV $i$ can execute action $a_t$ under policy $\pi_\theta(\alpha_t^i|\alpha_t^i)$ based on local observation $s_t$. During this process, no additional information is required for UAV $i$. Thus, UAVs with distributed execution can serve the maximum number of MUs and total throughput.

**V. SIMULA RESULTS**

**A. Simulation Parameters**

This section evaluates the proposed MAPPO-based UAV trajectory optimisation scheme. Specially, we utilise the gym to build a UAV flight simulation environment and use the PPO and multi-agent deep deterministic policy gradient (MADDPG) algorithms as benchmarks. The three methods employ the same model, where we build a six-layer fully-connected neural network with the same structure for the policy network and the value network to compare convergence performance.
and number of the service MUs. For the proximal policy optimisation (PPO) algorithm [27], we assume that a central controller is installed on one UAV to control the actions of all UAVs.

Specifically, we simulate a disaster area with a 2 km<sup>2</sup> area. Remote GBSs were randomly distributed on the edge of the disaster area to establish FSO communication links with UAVs. MU has a Poisson distribution in the disaster area. Meanwhile, MUs velocity is distributed between 0.9 m/s and 2.2 m/s [28]. Initially, MUs with Poisson distribution are in the disaster area. The LoS and NLoS path loss exponents are $\gamma_{\text{LoS}} = 2.09$ and $\gamma_{\text{NLoS}} = 3.75$, respectively. More simulation parameters are shown in Table I.

### B. Convergence Analysis

Fig. 2 shows the trend of the average system reward, which is the accumulation of the average reward obtained by each UAV in an episode. Here, we evaluate the convergence speed of the MAPPO algorithm at various learning rates with 20 MUs, 3 UAVs, and 3 GBSs in the experiment. One can observe that when the learning rate is too large (e.g., the learning rate is set to 0.1), the algorithm will fail to converge. The red box indicates that the convergence speed will slow as the learning rate decreases. Furthermore, a too-low learning rate will only raise the system’s average reward after convergence. When the learning rate is set to 0.005, the convergence speed balances well with the average value of the system reward.

Fig. 3 shows the trend of the average system reward changing with episodes based on MAPPO with different numbers of MUs. One can observe that the convergence speed of the system is related to the number of service MUs. In addition, when the number of MUs served by the system increases, the reward fluctuates after the system policy converges because the complexity and diversity of the environment increase as the number of MUs in the system increases.

### C. Performance Evaluation

Fig. 4 shows the impact of the four methods on the proportion of connected MUs. The distribution parameter of MUs is set to 10, 20, 40, and 80, and the number of UAVs is 3. The proportion of connected MUs is the ratio of disconnected MUs
to the total number of MUs. It can be seen that the MU ratio of our proposed MAPPO algorithm is greater than the other algorithms. Also, MADDPG has better performance when the number of MUs is small. However, the performance decreases rapidly with the number of MUs increasing (reduced by 34%), which indicates that the MADDPG algorithm cannot be well applied in complex scenarios. In the ppo algorithm, the growth of MUs did not have a significant impact on the proportion of service MUs (remaining about 57%), because there has not been a good flight strategy for UAVs.

VI. CONCLUSIONS

In this paper, considering a multi-UAV rescue system with hybrid FSO/RF communications under noise infection, we investigated the trajectory optimisation policies to maximise the number of served MUs and the total channel capacity. By transforming the problem into a Dec-POMDP, we proposed a MAPPO-based algorithm. The experimental results showed that MAPPO outperforms other DRL algorithms in terms of the number of served MUs and total channel capacity.
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