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I. INTRODUCTION
Nowadays, real-time embedded systems are part of our everyday life. These systems range from the traditional areas of military and mission critical to, domestic and entertainment applications. One of the main characteristics of real-time applications is the need to perform computations within deadlines, for which an extensive bulk of work has been provided for several decades. However, more and more, real-time applications are evolving to become larger and more complex, generating larger and more dynamic workloads which are not easy (or efficiently) dealt with traditional approaches.

The use of parallel models can reduce the time required for processing computational intensive applications, and it is currently the general trend to increase processing in all areas, and real-time systems are not an exception. Therefore, the real-time community has been making a large effort to extend real-time tools and methods to multi-cores, lately considering the use of parallel models at the application level [1-3].

Despite the fact that parallel processors can offer increased processing capacity, dimensioning each computing system for the maximum local worst-case scenario (the traditional real-time systems model) does not deal efficiently with the high variability of application loads, particularly in more dynamic scenarios. Furthermore, in some embedded applications, the use of powerful enough multi-core processors, is prohibited due to energy, space or cost constraints. Example of such type of applications are, for instance, image processing for obstacle detection in cooperating robots, where the computation requirements of the detection algorithms are highly dependent on the robot’s current velocity, surrounding scenario and obstacles [4-6]. Consequently, whenever it is possible to connect an embedded system through a local network, it might be possible to perform part of those computations, on neighbouring nodes with available processing capabilities. Frameworks are thus required which allow to dynamically manage globally the resources of the system, allowing peak situations to be distributed cooperatively by the nodes [7]. For this purpose, this paper proposes a framework, based on the OpenMP programming model [8], transparently integrating an underlying distribution framework using Message Passing Interface (MPI) [9]. This hybrid computation model allows program blocks to be transparently distributed, to be executed in neighbour nodes. This transformation must nevertheless be able to provide real-time behaviour. Examples of such efforts are described in [4, 10].

This model considers programs written using the fork/join programming model, with extensions to support distribution and real-time requirements. As with OpenMP, the compiler can then generate the distributed code, to be executed in neighbouring nodes, using the MPI library. If the neighbour nodes support parallel computations, the offloaded component might again be parallelized, using OpenMP.

The paper then puts forward a timing and execution model, which is able to map the code structure of the applications into the underlying parallel and distributed behaviour, which is amenable to timing analysis.

The remainder of the paper is structured as follows. Section II presents the motivation and related work, whilst Section III overviews the OpenMP and MPI programming models. Section IV then presents the general model for supporting parallel/distributed execution using the hybrid OpenMP/MPI model. The timing model for OpenMP/MPI
execution is then put forward in section V. Finally, in Section VI we draw some conclusions and propose future work.

II. MOTIVATION AND RELATED WORK

This work targets systems which include embedded computing platforms (e.g. smartphones, small and medium robots, home and factory automation devices, etc.), which are network connected to cooperating neighbour nodes. These platforms can include single or multi-core processors, ranging from resource-scarce to more powerful nodes.

In particular, we have been considering collaborative robotics applications, where dynamic workloads can be parallelized and distributed over the different robots. For instance, the authors of [5] propose an algorithm which can be used for the real-time 3D map generation for robotic applications, by applying parallel techniques to traditional algorithms for solving the Simultaneous Localization and Map Building (SLAM) problem.

Object recognition and tracking is also a computational intensive problem, which cannot be solved on resource scarce platforms in real-time. In [4] the authors propose the use of code offloading techniques which also take into account the tasks’ deadlines. Also, [10] presented an adaptive offloading approach for soft real-time systems, which is capable of monitoring the execution time of a specific task, and offload it to other nodes when it predicts that the local node will not be capable of guaranteeing the task’s deadline in the future.

Another problem that requires real-time computations in robotics and autonomous vehicles is the self-location problem for large environments; to which the authors of [6] propose a distributed and parallel processing technique, based in the Monte Carlo Technique location algorithm which is implemented in a combination of OpenMP and MPI.

The use of OpenMP and MPI has been considered also in other application domains, particularly in the area of high performance computing, for example [11]. These works show the advantage of the combinations in relation to pure message passing solutions, nevertheless they are only focused on performance and not in the real-time behaviour. Simultaneously, the real-time community has been analyzing the timing behaviour of parallel and distributed applications. In particular, in the last few years the real-time schedulability theory has been extensively extended to consider multi-core platforms [12]. But, only recently more attention has been given to the case of multithreading parallel task models. In [1], the authors introduced the parallel synchronous task model, where every task in the system is a sequence of serial and parallel segments. Nevertheless, such a model is highly restrictive, and for overcoming these limitations the authors of [2] have introduced its generalization. Both works [1, 2] are based on a method of imposing artificial deadlines to segments belonging to a real-time task to derive new deadlines for the task’s segments.

The work of [2] was then extended in [3] by modelling a real-time task as Directed Acyclic Graph (DAG), where vertices represent threads and edges represent possible dependencies between threads.

The integration of distributed computations within real-time applications also requires that the schedulability analysis is extended to the network and the overall distributed application. Network schedulability has been much harder to achieve and depends heavily on the underlying technology. Examples are [13], which provides the foundations of soft real-time scheduling for IEEE 802.11 wireless networks, and [14], which addresses the same problem, but for Ethernet switches. Integrating both network and CPU scheduling can lead to even more complex analysis (e.g. [15]), although the current evolution of multi-core technologies to include on-chip networks will eventually make indistinct the parallel and distributed analysis.

Our work builds upon the base concepts of [2, 3] but it differentiates in: i) we propose a framework and characterization of hybrid OpenMP/MPI programs, considering the possibility of distributed computations and; ii) we focus in the model that is able to map the behaviour of OpenMP constructs (code blocks) and MPI constructs (send/receive operations) into threads, enabling the timing analysability of such kind of programs, instead of focusing on the analysis itself.

III. OPENMP AND MPI PROGRAMMING MODELS

A. OpenMP Programming Model

The OpenMP API has been developed to provide portability and a user-friendly environment for programming shared memory multiprocessor machines [7]. The great success of OpenMP as a programming model relies on the simplicity of generating parallel programs. Furthermore, it is very efficient for creating incremental parallelism from existing sequential code.

OpenMP programs follow the fork-join paradigm. The structure of a parallel OpenMP program contains: i) a sequential part (e.g., some C/C++ variable initializations); ii) some parallel constructs (e.g. parallel sections), that are inserted in the code for realizing a parallel execution (fork) and finally; iii) the set of generated threads are reduced (e.g. the reduction clause) to generate the final result (join).

In this paper, we only analyse the most relevant OpenMP constructs, which are sufficient for parallelizing the majority of applications. Even more, one of the contributions in this paper is to derive a generic real-time model for OpenMP programs.

In OpenMP, the parallel construct defines a segment of the code to be executed in parallel; this segment is known as parallel region. The construct is defined by the #pragma omp parallel directive (Figure 1). Whenever a thread
encounters a parallel construct, this thread becomes the master thread and it creates a team of threads, which will run the code inside that code segment.

1. #pragma omp parallel sections num_threads(2) {
2.   #pragma omp section {
3.     /*variable initialization*/;
4.   }
5.   #pragma omp section {
6.    function_1();
7.   }
8. }

Figure 1. Parallel sections and single construct example.

At the end of a parallel region there is an implicit synchronization mechanism called a barrier (line 9, Figure 1). There is a possibility of using a nowait clause which inhibits the barrier and allows continuing the execution, but it is not considered in this paper. Each thread executes its associated code and waits at the end barrier, when all threads terminate only the master thread continues.

In order to provide the desired functionality to parallel constructs, OpenMP provides a set of work-sharing constructs. These constructs are in charge of distributing computation among threads in OpenMP programs. These work-sharing constructs can be complemented and/or modified with a set of clauses to control the parallel execution. Of particular importance in the context of this work is the numthreads(n) clause, which is used to specify the number of thread in which to split a parallel region. The most relevant work-sharing constructs follow.

The amount of parallelism achieved by a sections construct is a function of the number of threads and number of individual parallel section clauses associated to it. Each section is defined by the #pragma omp section directive.

The single construct (#pragma omp single) specifies that the associated structured code block is executed by only one of the threads in the team (not necessarily the master thread). The other threads in the team, wait at an implicit barrier at the end of the single construct (line 5, Figure 1). In a similar way the #pragma omp master directive guarantees that only the master thread will execute a specific code block. Figure 1 depicts a fragment of code related to the use of parallel section and single constructs.

The loop construct is signalled to the compiler through the #pragma omp for directive and is used to divide the for cycle iteration through several threads. This directive has different behaviours depending on the scheduler type selected, which is determined by internal OpenMP variables or by the schedule(...) clause.

This directive might also be associated with a reduction clause. Figure 2, depicts a fragment of code exemplifying the parallel for construct in OpenMP. In this example the for loop iterations are divided by three threads, each one executing two iterations. OpenMP also provides functionality for nested parallelism. Whenever a thread encounters another parallel construct, it creates a new team of threads and it becomes the new master thread of that team. This allows exploiting extra parallelism in OpenMP programs.

1. #pragma omp parallel for reduction(+:sum) {
2.   num_threads(3) {
3.     for (i = 0; i < 6; i++)
4.       loopCode();
5.   }

Figure 2. Parallel for directive example.

B. MPI Programming model

The MPI specification has become a de facto standard for developing parallel distributed programs using the message passing paradigm [8], which, among other, can implement the fork-join parallel programming model. Common fork-join programs implemented in MPI have i) a serial execution code segment (e.g., variables declaration and initialization); ii) the MPI environment initialization (e.g., a call to MPI_Init(...); iii) an explicit work splitting algorithm, for the distribution of the workload among the processing elements (the splitting algorithm is implemented by the programmer); iv) transfer of data, using message passing calls (e.g., calls to MPI_Send(...), MPI_Recv(...)); v) an execution of the computations; vi) a reduction of the partial results from remote nodes to obtain the final one (e.g., a call to MPI_Reduce(...)); and vii) the finalization of the execution (e.g., a call to MPI_Finalize(...)). A code fragment example is presented in Figure 3.

A normal MPI program starts with a call to MPI_Init(...) routine to initialize the MPI environment (line 3). This creates a communicator, which groups a set of MPI processes in a local or in different nodes. All MPI messages must specify a communicator for interchange of messages between the processes belonging to the same communicator. MPI_Comm_rank(...), returns the “rank” (the ID) of a process within the associated communicator.

The real potential of MPI programs is realized by the communication routines. These communication routines are the ones that realize the real distribution of workload to processes for realizing the parallel computations. MPI communications can be Point-to-Point or Collective. The most used MPI communication functions are MPI_Send(...) and MPI_Recv(...), where the first is a non-blocking call and the second blocks until a message is received.

Also, MPI implements reduce operations, in an analogous way to OpenMP through the MPI_Reduce(...) function. One important difference between OpenMP and MPI is that the last leaves all the burden of parallel coding on the programmers hands, while the first supports increasing
parallelism at the cost allowing less flexibility. This is also the reason why we choose a hybrid approach where the programmers’ front-end is OpenMP.

1. /* Variables declaration*/
2. MPI_Init(…);
3. MPI_Comm_size(…);
4. MPI_Comm_rank(…);
5. if (rank == 0) {
6.   MPI_Send(…);
7.   MPI_Recv(…);
8. }
9. if (rank !=0){
10.    MPI_Comm_rank(…);
11.    MPI_Comm_size(…);
12.    MPI_Init(…);
13.    /* Variables declaration*/
14. }

Figure 3. MPI two-sided send/receive example.

IV. SUPPORTING PARALLEL/DISTRIBUTED EXECUTION WITH OPENMP/MPI

Based on the OpenMP/MPI constructs we can now propose a model for supporting parallel/distributed execution. To reduce the complexity of writing parallel distributed programs, in our framework a programmer only writes code in OpenMP API with minor changes to the OpenMP specification. These include the extension of existing OpenMP constructs for enabling them to support workload distribution (supported by MPI). Therefore, the MPI code is not seen by the programmer (MPI code is implicitly called by the OpenMP library), and the programmer only needs to specify which OpenMP code blocks can be distributed using the #pragma omp distributedParallel pragma, specifying its deadline to execute that parallel code block. This is illustrated in Figure 4, where we specify that the for loop can be distributed among 3 threads, and the computation must be completed within a deadline of 200 milliseconds.

In this case, the distributedParallel directive, signals the compiler to enable the parallelization of some iterations of the parallel for loop on distributed nodes. How the decision of which chunks to distribute is taken, is out of the scope of this paper, but we are currently working on such algorithm for work-sharing distribution. It is also the responsibility of the compiler to generate code that can be dynamically or statically parallelized on the destination node, again using OpenMP.

1. #pragma omp distributedParallel for
deadline (200) num_threads(3) {
2.    for (i = 0; i < 4; i++)
3.       loopCode();
4. }
5. }

Figure 4. Distributed parallel for example.

By dynamic we mean that our run-time decides the number of threads to split the computation on the neighbour node(s), according to the availability of resources. By static we mean that it is the programmer who specifies the splitting procedure. Consequently, for software written based on this model, it presents an execution timeline similar to the one in Figure 5, which is related to the code in Figure 4.

The horizontal lines are the threads and the vertical lines represent forks and joins. In this case the parallel for clause splits in three threads, two are executed on the local node and another is, mainly, executed on a cooperative node, hereafter we call such kind of execution as remote execution. Furthermore, we also assume that it is possible to split the remote execution in two threads.

Observing the timeline in Figure 5, we assume that two threads $\sigma_{1,1}$ and $\sigma_{1,2}$ execute locally one for loop iteration each, the distributable thread $\sigma_{1,3}$ executes the remaining two iterations. Thread $\sigma_{1,3}$ is hosted in a neighbour node and further split into two threads, by adding thread $\sigma_{1,4}$, each one of these threads is executing one iteration of the for loop. Also, in Figure 5 it is considered the inherent delay of transmitting and receiving code or data, $TD_{1,3}$ and $TD_{3,1}$, respectively. We are also assuming that it is the responsibility of the master thread to marshal and send the data required for remote execution, and for receiving data and unmarshalling it.

A full notation is introduced in Section V.

The generic operation of the local thread which controls the remote execution (the master thread) is as follows: i) The local thread must issue a MPI_Init() to initialize the MPI environment; ii) it determines the data to be sent and sends it using MPI_Send(); iii) the data gets transmitted through the network with a certain delay; iv) the data is received on the other node and executed as an OpenMP program; v) when the execution is finished, the results are sent back to the local thread which should already be waiting for the results, by calling MPI_Recv().

We are also assuming that the neighbour node already has the code to be executed. Therefore, we do not need to take into account the costs of transmitting and installing the code. Such operation can be executed during the system setup phase.

In order to combine the functionalities of OpenMP and MPI in a single program, both APIs need to reach certain commitments to guarantee for the correct execution of hybrid programs.

On the OpenMP side, it requires to guarantee, that if a single thread is blocked by an operating systems call, all the other threads can still be runnable. This is already supported by the most recent OpenMP implementations [7]. On the MPI side, from the release of MPI-2 standard [8], the concept of level of thread support has been defined. There are four levels of support: 1) MPI_THREAD_SINGLE, only one thread exists in the application, 2) MPI_THREAD_FUNNELED, multiple threads can exist but only the master thread can make MPI calls, 3) MPI_THREAD_SERIALIIZED, multiple threads can exists, each thread can make MPI calls as long as there is no other
thread realizing a call, and 4) MPI_THREAD_MULTIPLE, multiple threads can exist and they can make MPI calls at any time.

Using MPI_THREAD_SINGLE, would make it impossible to split into several threads on the neighbor nodes, any one of the other options allows the execution of such programs according to what has been described. Also, MPI has certain limitations for guaranteeing real-time communications. But for overcoming such limitations the authors of [16] introduced an extension for MPI Real-Time (MPI/RT), the MPI/RT standard is based on channel reservation and fault tolerant mechanisms to guarantee time properties.

This section provided an overview of the envisaged programming and execution model, in the Section V we expand and formalize the execution model.

![Timeline execution of tasks on a hybrid OpenMP/MPI program](image)

**Figure 5.** Timeline execution of tasks on a hybrid OpenMP/MPI program.

V. **TIMING MODEL FOR HYBRID OPENMP/MPI PROGRAMS**

In this section we propose a timing model for hybrid OpenMP/MPI programs. Some previous works have studied a generalization of the fork-join model for real-time systems in shared memory platforms [1-3]. But our work differentiates from others in the sense that we present a characterization of the timing execution for hybrid OpenMP/MPI programs. Furthermore, we propose a model that is able to map the behaviour of code blocks in hybrid programs into threads, which enables the timing analysability of OpenMP/MPI programs.

To model an hybrid OpenMP/MPI program we assume a set $\tau$ of $n$ periodic tasks denoted by $\{\tau_1, ..., \tau_n\}$. More precisely, each task $\tau_i$, $i \in [1, n]$ is a potentially parallel task, composed of a set of $n_i$ segments. A segment is a set of code blocks grouped inside a parallel region (i.e. an OpenMP parallel region).

Each parallel segment $\tau_{ij}$, $i \in [1, n], j \in [1, n_i]$ may further be composed of $l_{ij}$ potentially parallel code blocks (e.g. an OpenMP section, the code inside a parallel for loop, etc.) denoted by $b_{ij(k)}$, $i \in [1, n], j \in [1, n_i], k \in [1, l_{ij}]$, each code block has a Worst Case Execution Time (WCET) of $C_{ij(k)}$. As an example simply consider as a code block, line 4 in Figure 4, consequently, due to the 4 iterations of the for cycle, we get 4 different code blocks (assuming a chunk size of 1), which can be executed in parallel.

Each segment can be executed by a set of $nt_{ij}$ threads denoted as $\sigma_{ij(k)}$, $i \in [1, n], j \in [1, n_i], k \in [1, nt_{ij}]$. The distributed nature of the programming model being proposed also assumes the existence of a set $\Psi$ of $mn$ distributed nodes $\Psi_x$, $x \in [1, mn]$.

A task $\tau_i$ can be executed in a single parallel node, if the execution requirements (e.g. deadline) of $\tau_i$ can be met, on the node $(\Psi_x)$ where it has been released. If $\tau_i$ computational requirements exceed the capacity of a single node $\Psi_x$, then a subset $\Psi' \subseteq \Psi$ of nodes can cooperate to cope with the requirements of $\tau_i$.

In this Section, we model the execution of hybrid OpenMP/MPI programs, by reducing the code blocks DAG into the corresponding threads DAG. The code blocks DAG may include and model some inherent transmission delays $TD_{ij}$ when a task $\tau_i$ has been sent from node $\Psi_i$ to a node $\Psi_j$ for being remotely processed.

In Figure 5 we depict a possible execution of the code in Figure 4 on two nodes, a local node with two cores and a neighbour node, also with two cores. This figure depicts the interaction between the OpenMP code and the MPI code required for distribution.

The code blocks DAG can be mapped into a threads DAG, whose scheduling analysis can be performed with any of the currently available state-of-the-art scheduling tests for real-time parallel systems, e.g. [3].

A. **Timing behaviour of OpenMP programs**

To correctly characterize the OpenMP time behaviour, it is necessary to analyse the process involved in the transformation from high level #pragma directives to standard C/C++ code that is finally compiled by the C/C++ compiler. OpenMP is supported by several free and commercial compilers [7], and the implementations between them can vary. In here, we do not intend to address the possible details and differences between OpenMP compiler implementations. We rather prefer to present a general and abstract model of this transformation.

The process of converting OpenMP constructs to multithread code is known as lowering the code. This lowered code, is the one that makes the calls to the OpenMP run-time environment. OpenMP compilers make this lowering process in two phases: i) the pre-lowering and ii) lowering.

The pre-lowering phase is in charge of transforming (simplifying) some OpenMP work-sharing constructs in other equivalent ones, with the objective of facilitating later processing.

This is the case of the sections construct and the single construct. In particular, the sections construct is converted into an equivalent for loop and each section construct corresponds to one iteration in the loop. After this transformation, each iteration is scheduled according to the scheduler type in use, which can be defined as static or dynamic. Also, the single construct is
transformed to a for loop with just one iteration. When a parallel region uses the single construct then the schedule clause is always defined as dynamic. The lowering phase takes the pre-processed code and actually performs the transformation to C/C++ code. The lowering step realizes a transformation known as outlining the code. Outlining is the process of transforming lexically existing code into a new procedure and then this new procedure is passed as an argument to the runtime libraries of OpenMP. OpenMP does this outlining process to code encountered inside parallel regions. The outlining methods can vary between compilers. But, for our purposes, it is important to note that after this outlining phase the compiler calls the OpenMP run-time which is in charge of mapping code to threads. Therefore, the instructions that are scheduled and processed are the lowered ones. Then, after lowering the code, the final mapping from code blocks to threads depends on the scheduler type that is used do assign (map) code blocks to threads.

Whenever the schedule clause is defined as static, the iterations are assigned in round-robin to threads. In our model, the chunk size is the number of lowered iterations inside a for loop. When the parameter chunk size is not specified, the chunk size is approximately the same for all threads; equal to the number of iterations divided by the number of threads. However, regardless the chunk size, equation (1) holds for mapping the number of lowered code blocks \( b_{i,j,k} \) inside a parallel region that are ready for execution (without precedence constraint) into threads, when the static scheduler type is use to schedule lowered code:

\[
\frac{L_{i,j}}{n_{t_{i,j}}} = \left[ \begin{array}{c}
\end{array} \right] \tag{1}
\]

where \( n_{b_{i,j,k}} \) is the maximum number of code blocks per thread inside a parallel region. This is an upper bound on the number of code blocks to be assigned to each thread. Then, if we consider the maximum WCET execution time of a code block \( b_{i,j,k} \) denoted as \( C_{i,j,k}^{\text{max}} \), we can derive an upper bound for WCET \( C_{a_{i,j,k}}^{\text{max}} \) of a thread being executed in parallel as:

\[
C_{a_{i,j,k}}^{\text{max}} = n_{b_{i,j,k}}^{\text{max}} \cdot C_{i,j,k}^{\text{max}} \tag{2}
\]

In case the dynamic scheduler type is chosen, chunk iterations are assigned to threads on request. In a similar way as a work sharing pool. Whenever a thread finishes processing a chunk, it requests another until no more chunks are available. Therefore, the dynamic scheduler type can potentially offer better performance, especially when the execution times of the respective code blocks are not uniformly distributed (irregular parallelism). However, the upper bound derived in (2) is also an upper bound whenever the dynamic scheduler type is used. For illustrating the reasoning of this, let us suppose two threads \( a_{1,1,1} \) and \( a_{1,1,2} \) to execute three code blocks \( b_{1,1,1}, b_{1,1,2} \) and \( b_{1,1,3} \), with execution times of \( C_{1,1,1}, C_{1,1,2} + \varepsilon \) and \( C_{1,1,3} + 2 \cdot \varepsilon \), where \( \varepsilon \) represents a very small execution time quantity; that is, \( \varepsilon \) approaches zero. Let us suppose that code blocks \( b_{1,1,1}, b_{1,1,2} \) are being executed by threads \( a_{1,1,1} \) and \( a_{1,1,2} \), respectively. Then, \( a_{1,1} \) ends its execution and request the next code block \( b_{1,1,3} \), which is the one having the maximum WCET \( C_{1,j,k}^{\text{max}} \). From (1) we know that each thread has a maximum \( n_{b_{i,j,k}} \) of two. Hence, we can see that in this example \( C_{a_{1,1}}^{\text{max}} \) would not be bigger than \( 2 \cdot C_{a_{1,1}}^{\text{max}} \). Thus we show that equation (2) also holds as an upper bound for the dynamic scheduler.

OpenMP supports other scheduler types, such as guided, runtime and other variations. But they are implementation dependent and hence we do not consider them in this work.

After the initialization of an OpenMP program, a task \( \tau \) is executed sequentially, and is only composed by the master thread. Whenever it encounters a parallel region, the master thread “forks” and creates a team of \( n_t \) threads belonging to task \( \tau \). The number of threads to be created, is explicitly expressed by the num_threads \( (n_t) \) clause.

An example of a typical OpenMP program is depicted in Figure 2. In line number 1, a #pragma omp parallel for directive is encountered, which also includes a num_threads \( (3) \) clause and a reduction clause. In this case, three threads are the share the iterations of a for loop. Iterations in a parallel for loop are divided in chunks that are assigned to threads in \( a_{1,1,k} \). In this specific example the number of iterations to share is six, and then assuming that the default scheduler kind is static, the threads \( a_{1,1,k} \) with \( k = 1, 2, 3 \) share two chunks each in a round robin manner. A possible timeline for the execution of Figure 2 code by three threads is shown in Figure 6. In this figure, we can find three different code segments: \( \tau_1, \tau_2, \tau_3 \), with its code blocks. Code block \( b_{1,1,1} \) corresponds to serial code being executed prior to the parallel region, then code blocks \( b_{1,2,1-6} \) represent the execution of the code in line 3, the function loopcode (). Code block \( b_{1,2,7} \), in segment \( \tau_2 \) corresponds to the execution of the reduction clause.

B. Timing behaviour of MPI communications

In contrast to the use of threads in OpenMP, MPI uses processes as execution units for implementing two-sided communication. But for modelling purposes, we do not distinguish between threads and processes, and therefore we use the same notation.

Figure 3 depicts an extract of code showing a two-sided communication example in MPI. The execution of the code starts with the initialization of MPI variables and the setting up the of MPI environment; this is done in lines 1-5. Then, the master process \( a_{1,1} \) initiates a transmission when calling to MPI_Send in line 7. A matching MPI_Recv is posted by process \( a_{1,2} \) in line 10. During the transmission
there is a transmission delay that depends on the size of the data to transfer and the network protocol.

In our proposed model, this communication is hidden from programmers as explained in Section IV, but the timing behaviour needs to be considered when designing hybrid OpenMP/MPI programs with real-time requirements. By observing the timeline shown in Figure 5, we can observe that during the transmission of data, to be used by thread $\sigma_{1,1,3}$ there is a transmission delay that depends on the size of the data to transfer and the network protocol. Then, we say that two processes $\sigma_{1,1,1}$ and $\sigma_{1,1,3}$ hosted in nodes $\Psi_i$ and $\Psi_j$, respectively, incur in a transmission delay $TD_{i,j}$ for $i \neq j$ and zero otherwise.

It is important to note that this transmission delay is a critical parameter on the ability of the proposed programming model to be able to fulfill the task’s deadlines, due to its possible high duration in relation to the execution times on the other machines.

Figure 6. Timing threading execution of a parallel for in OpenMP.

C. Hybrid OpenMP/MPI model

In order to consider hybrid execution, we extend our OpenMP model into a Directed Acyclic Graph (DAG) that allows to fully model the workload. The goal is to provide a DAG that can be handled by a real-time schedulability test for global EDF or partitioned RM (after applying the transformations presented in [1-3]). Since these schedulability tests and their corresponding adaptations are designed for identical multi-core platforms, distribution needs to be integrated, handling transmission delays $TD_{i,j}$ (with approaches such as [15]), which is outside of the scope of this paper.

The execution time of a task $\tau_i$ and its decomposition in threads due to parallelism can be represented by a DAG. A DAG $G(V,E)$ is able to capture the combination of sequential and parallel code blocks in parallel/distributed programs and the possible dependencies between them. Also, it is able to capture possible nested parallelism. Our hybrid model is based on two different graphs $GCB(V,E)$ and $GT(V',E')$, where the first represents the dependencies between code blocks in a program, and the second represents the mapping of such blocks to threads.

The graph $GCB(V,E)$ represents the structure of the program, with the code blocks that may be executed in parallel, as well the code blocks that may be executed serially.

Figure 7. Code blocks DAG $GCB(V,E)$, including comm. delays $TD_{i,j}$.

This graph of execution is commonly provided by a compiler, and it is known as the execution tree, in here we provide a more general approach by using a DAG. The set of vertices in $V = \{v_0, ..., v_k\}$, represent the set of code blocks $b_{i,j,k}$, and the set of edges $E = \{(v_0, v_1), ..., (v_{k-1}, v_k)\}$ represent the dependencies between them. If a vertex $v_1$ precedes $v_2$, denoted by $v_1 \rightarrow v_2$, indicates that a vertex $v_1$ must complete execution, before $v_2$ can start execution. The relation $\rightarrow$ indicates a predecessor-to-successor relation.

The dependencies in an hybrid OpenMP/MPI program can be imposed by implicit synchronization points (e.g. single constructs, master constructs, etc.), explicit barriers or memory synchronization (e.g. critical sections, flush operations, etc.); just to mention some, which are related to OpenMP. If there is no precedence relation between nodes $v_1$ and $v_2$ we said that they are logically parallel and then they may be executed in parallel.

Whenever a graph $GCB(V,E)$, considers transmission delays due to remote execution, then these delays $TD_{i,j}$ can be considered as a precedence constraint and added to the execution time of the predecessor node (Figure 7).

Then, given the graph $GCB(V,E)$, to be able to apply a scheduling algorithm we need to map this code blocks into the graph of threads $GT(V',E')$. Where the set of vertices $V' = \{v'_0, ..., v'_k\}$ in $GT(V',E')$, represent the set of code blocks $b_{i,j,k}$ and the set of edges $E' = \{(v'_0, v'_1), ..., (v'_{k-1}, v'_k)\}$ represent the order of execution of code blocks assigned to threads in $\sigma_{i,j,k}$.

To obtain $GT(V',E')$, we need to traverse $GCB(V,E)$ for obtaining a tree that contains predecessor-to-successor relations indicating which code blocks precedes another when assigned to threads. Each branch in the tree corresponds to the execution of successive code blocks in one thread, that is $GT(V',E')$ has exactly the same number of branches an threads (executing in the program).

The traverse mechanism is the well known Breadth-First Search (BSF) algorithm [17]. The BSF algorithm systematically discovers every vertex that is reachable from a source node $s$. The BSF algorithm has been designed to find the shortest path in a non-weighted graph. However, we are interested in a useful property of BSF, it expands the frontier between discovered and non-discovered nodes uniformly across the breadth. This means that all vertex at
distance $k$ from $s$ are discovered before discovering another vertex from distance $k + 1$. This is particularly useful for our purposes, because all discovered vertex may be executed in parallel since they do not have precedence constraints between them. In the BSF algorithm, the discovered nodes that are reachable from $s$ are maintained in a queue before deciding to discover another level in the DAG. This queue can be assigned to threads according to the defined schedule type (static or dynamic) and respecting the maximum blocks per thread specified in (1). For example, let us assume the code blocks inside the parallel region in the DAG $GCB(V, E)$ as shown in Figure 7, also let us assume that we have four threads to assign the code blocks. After applying BSF algorithm to $GCB$ according to a static schedule type we can obtain a DAG $GT(V', E')$ as shown in Figure 8 a). In Figure 8 b) we present the same example but in this case considering that we only have three threads.

Figure 8. Thread Blocks DAG $GT(V', E')$.

With this approach, application designers are able to transform the applications structure into a model which can be analyzed in terms of timing behaviour.

VI. CONCLUSION AND FUTURE WORK

This paper proposed a framework for the development of parallel and distributed embedded systems based on a hybrid programming model. The proposed framework considers a model where programs are written with OpenMP, and where MPI is transparently called for the underlying exchange of data. In this model some of the code executes locally in a mono or multi-core CPU, whilst some components execute distributed in neighbour nodes (potentially again parallelized using OpenMP). We then propose a technique which enables the timing characterization of these applications, transforming the program structure into the execution graph, such that schedulability analysis can be performed.

We are currently focusing our work on finding work-sharing algorithms that allow us to determine the most useful way in which to distribute the load between local and remote nodes, at the same time guaranteeing the timing constrains of the applications.
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