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Evolution to Multi-Processor              
System-on-Chip (MPSoC)System on Chip (MPSoC)

 Roadmap continues: 90654532 nmRoadmap continues: 90654532 nm

 Multi-Processor System-on-Chip 
(MPSoC) architectures are a reality

CMOS
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MPSoCs are Spreading Fast
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Design Issues in MPSoCsg

 MPSoCs have very complex architectures
 Advanced components and CAD tools very expensive
 Time-closure issues, system speed decreased

 Aggravated thermal issues: Thermal-Aware MPSoC Layouts
 Hot-spots, non-uniform thermal gradients

[Sun, 1.8 GHz 

[Sun, Niagara 
Broadband
P ]

High chances    
of thermalSparc v9 

Microproc]

Processor] of thermal             
wear-outs             

and very short          

[Santarini, EDN, March ‘05]

y
lifetimes!
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Advocating Thermal-Aware              
2D/3D MPSoC Design2D/3D MPSoC Design

 Integration of HW/SW modeling and management Integration of HW/SW modeling and management

Detailed Heat Flow ModelsDetailed Heat Flow Models

Fast Power-Thermal Exploration

HW / SWHW Thermal

Fast  Power Thermal Exploration

HW / SW 
Tuning knobs

HW Thermal 
monitoring

Chip-Level Thermal Management Policies

© ESL/EPFL 2011

System-Level Thermal Management Policies
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MPSoC Thermal Modeling Problem: 
Initial ThoughtsInitial Thoughts 

 MPSoC Modeling and Exploration
 SW simulation: Transactions, cycle-accurate (~100 KHz) 

[Synopsys Realview, Mentor Primecell, Madsen et al., Angiolini et al.] 

At the used cycle-accurate level they are too slow for thermalAt the used cycle-accurate level, they are too slow  for thermal 
analysis of real-life applications!

 Heat Flow ModelingHeat Flow Modeling
 Finite-Element simulation

[COMSOL Multiphysics [FEMLAB][ p y [ ]

Too computationally intensive and very complex to tune in MPSoC 
with limited set of sensing components!

 High-order RC-level heat flow models
[Hotspot, Link et al.]

Not close loop interaction at run time with inputs from

© ESL/EPFL 2011

Not close-loop interaction at run-time with inputs from 
MPSoC components!
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MPSoC Thermal Modeling Problem: 
Initial ThoughtsInitial Thoughts 

 MPSoC Modeling and Exploration
 SW simulation: Transactions, cycle-accurate (~100 KHz) 

[Synopsys Realview, Mentor Primecell, Madsen et al., Angiolini et al.] 

At the used cycle-accurate level they are too slow for thermalAt the used cycle-accurate level, they are too slow  for thermal 
analysis of real-life applications!

 Heat Flow ModelingHeat Flow Modeling
 Finite-Element simulation

[COMSOL Multiphysics [FEMLAB]Request: Fast (and relatively accurate) thermal model for[ p y [ ]

Too computationally intensive and very complex to tune in MPSoC 
with limited set of sensing components!

Request: Fast (and relatively accurate) thermal model for 
MPSoCs that enables close-loop run-time interaction 

 High-order RC-level heat flow models
[Hotspot, Link et al.]

Not close loop interaction at run time with inputs from

© ESL/EPFL 2011

Not close-loop interaction at run-time with inputs from 
MPSoC components!
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RC-Based Thermal Modeling for MPSoCg
 Model interface

• Input: power model of tier components, geometrical propertiesp p p , g p p

• Output: temperature of tier components at run-time

 Thermal circuit: 1st order RC circuit Thermal circuit: 1 order RC circuit
• Heat flow ~ Electrical current ; Temperature ~ Voltage
• Metal and Si layers composed of elementary blocks

CuCu cucu
cucu cucu cucu

sisi sisi
sisi

sisi
sisi

sisi
sisi

sisi
sisi
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RC-Based Thermal Modeling for MPSoCg
 Model interface

• Input: power model of tier components, geometrical propertiesp p p , g p p

• Output: temperature of tier components at run-time

 Thermal circuit: 1st order RC circuit Thermal circuit: 1 order RC circuit
• Heat flow ~ Electrical current ; Temperature ~ Voltage
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Discrete RC-Thermal Estimation Tool 
for tiers of 3D Chipsfor tiers of 3D Chips

C tk = - G (tk)t k+ pk  ; k = 1..m 
..

 Creating linear approximation while retaining variable   
Si thermal conductivity:
 Si thermal conductivity linearly approx. : Gi,i (tk) = I + q tk
 Numerically integrating in discrete 

ti d i th t )

Si thermal conductivity 
dependent on temperature

..
time domain the tk :
tk+1 = A(tk)t k+ Bpk ; k = 1..m 
A(t )
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Discrete RC-Thermal Estimation Tool 
for tiers of 3D Chipsfor tiers of 3D Chips

C tk = - G (tk)t k+ pk  ; k = 1..m 
..

 Creating linear approximation while retaining variable   
Si thermal conductivity:
 Si thermal conductivity linearly approx. : Gi,j (tk) = I + q tk
 Numerically integrating in discrete 

ti d i th t
..

time domain the tk :
tk+1 = A(tk)t k+ Bpk ; k = 1..m 
A(t )A(tk) = (I - dtC-1G(tk)) ;   B = dtC-1

Complexity scales linearly with the 
number of modeled cells 
(simulated on Xeon Server)

Thermal library validated against 
finite element model (IMEC and EPFL)

© ESL/EPFL 2011

finite element model (IMEC and EPFL)
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MPSoC Thermal Library Validation

 Extensible set of layers in MPSoC designsExtensible set of layers in MPSoC designs
 Pre-defined material layers and components:

Silicon, copper (10 layers), packaging,            
interposer bumps etcinterposer, bumps, etc. 

 Configurable nr. of cells and iterations per tierg p
 Initially 10ms thermal interval (1000 iterat./tier)

T t hi f t d t EPFL Test chips manufactured at EPFL:
 Three types of layouts

© ESL/EPFL 2011 14



Correlation Results: 
Intra-Tier Heat TransferIntra Tier Heat Transfer

 Lateral heat flow 
T t d 0 5W t 10W h t Tested range: 0.5W to 10W per heater 

 Similar accuracy results at different tiers
 Measurements/simulations in case ~9W: Measurements/simulations in case ~9W:

Temp (Kelvin)
Intra Layer

330
333
336

Simulation

Temp (Kelvin)

31
318
321
324
327 Simulation

Measurement

Heater and sensor at the 303
306
309
312
315

Avg Max temp Error= 0.7%

© ESL/EPFL 2011

Heater and sensor at the 
same point (Max temp)

303
Device 2 Device 4 Device 7 Device 8 Device 10

Avg Intra layer error= 0.5%
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Correlation Results: 
Intra-Tier Heat TransferIntra Tier Heat Transfer

 Lateral heat flow 
T t d 0 5W t 10W h t Tested range: 0.5W to 10W per heater 

 Similar accuracy results at different tiers
 Measurements/simulations in case ~9W:

Temp (Kelvin)Variations of less than 1.5% between 3D chip 

 Measurements/simulations in case ~9W:

Intra Layer
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Simulation

Temp (Kelvin) p
measurements and RC-based 3D thermal model
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Temperature Management is Power 
Control under Thermal Constraints

 Power consumption of cores

Control under Thermal Constraints

 Power consumption of cores 
determines thermal behavior
 Power consumption depends on         

frequency and voltagefrequency and voltage
 Setting frequencies/voltages can control 

power and temperature

 Optimization problem: 
frequency/voltage assignment in 
MPSoCs under thermal constraintsMPSoCs under thermal constraints
 Meet processing requirements
 Respect thermal constraint at all timesRespect thermal constraint at all times
 Minimize power consumption

© ESL/EPFL 2011
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Thermal Management: 
Initial ThoughtsInitial Thoughts

 Static approach: thermal-aware placement to try to even outStatic approach: thermal aware placement to try to even out 
worst-case thermal profile [Sapatnekar, Wong et al.] 
 Computationally difficult problem (NP-complete)

Not able to predict all working conditions, and leakage              
changing dynamically, not useful in real systems

 Dynamic approach: HW-based dynamic thermal management

No formalization of thermal optimization problem!

y pp y g
 Clock gating based on time-out [Xie et al., Brooks et al.]

 DVFS based on thresholds [Chaparro et al, Mukherjee et al,]

 Heuristics for component shut down, limited history [Donald et al]

Techniques to minimize power, they only achieve                             

© ESL/EPFL 2011

y y
thermal management as a by-product…
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Formalization of Thermal 
Management Problem in MPSoCs

 Control theory problem
Ob bl G t i l ti d b h i

Management Problem in MPSoCs

Optimal frequency assignment module, 2-phase approach:
 Observable: Geometrical properties and behavior  

Heat flow model and thermal profile estimation
 Performance counters

p q y g , p pp

1) Design-time phase: Find optimal sets of frequencies for the
cores for different working conditions

Performance counters
 Controlable: Max. throughput under thermal constraints

 Tuning knobs: frequencies/voltages of the system 

2) Run-time phase: Apply one of the predefined sets found in 
phase 1 for the required system performance

g g y
(DVFS)

Optimal Run-time HW

Observed system: MPSoC Observer and control 
system

Control output: p
frequency 

assignment 
module

Run time HW 
DVFS support Cores freqs

Performance counters
( f )

Requirements:
Max. Throughput

(average frequency)

Thermal 
profile Thermal     ThermalProcessor

Constraints:
Max. temperature

© ESL/EPFL 2011
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Pro-Active Based Thermal Control:
Phase 1 – Design-Time

 Predictive model of thermal behavior given a set of 
frequency assignments

Phase 1 Design Time

frequency assignments 
Chip

floorplan

Allowed core
power values and 

frequencies

Packaging,
heat spreader

information
Phase inputs

pfrequencies information

Optimization problem: Minimize sum of power Non-linear offline problemOptimization problem:

Constraints:

P f t i t f i f

e su o po e
consumption of cores

Non linear offline problem

Table of 
cores

frequencies

Method 

outputs

Performance constraint: on average, freq. is favg

Thermal equation
frequencies 
assignments  

outputs
Meet temp. constraints at all time points

Power equation based on frequency

© ESL/EPFL 2011
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Pro-Active Based Thermal Control:
Phase 1 – Design-Time

 Predictive model of thermal behavior given a set of 
frequency assignments

Phase 1 Design Time

frequency assignments 
Chip

floorplan

Allowed core
power values and 

frequencies

Packaging,
heat spreader

information
Phase inputs

pfrequencies information

Optimization problem: Minimize sum of power Non-linear offline problemOptimization problem:

Constraints:

e su o po e
consumption of cores

Non linear offline problem

Table of 
cores

frequencies

Method 

outputs
Thermal equation: Si conductivity depends on temp

frequencies 
assignments  

outputs

Power equation: quadratic dependence on freq.

© ESL/EPFL 2011
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Making Power and Thermal Constraints 
ConvexConvex

 Power constraint adaptationp
 Change non-affine (quadratic equality):

pmax (fi k)2 / (fmax)2 = pi k ; i = 1,..,n, ∀kpmax ( i,k) ( max) pi,k ; , , ,

 To convex inequality:
p (f )2 / (f )2 ≤ p ; i = 1 n ∀kpmax (fi,k)2 / (fmax)2 ≤ pi,k ; i = 1,..,n, ∀k

Th l t i t d t ti Thermal constraint adaptation
 Use worst case thermal                                

d ti it i th fconductivity in the range of                                      
allowed temperatures, and                                             
iterate (if needed) to optimum

© ESL/EPFL 2011

iterate (if needed) to optimum
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Making Power and Thermal Constraints 
ConvexConvex

 Power constraint adaptationp
 Change non-affine (quadratic equality):

pmax (fi k)2 / (fmax)2 = pi k ; i = 1,..,n, ∀k
Solve convex problem and get table of optimal 
frequencies for different working conditions in pmax ( i,k) ( max) pi,k ; , , ,

 To convex inequality:
p (f )2 / (f )2 ≤ p ; i = 1 n ∀k

q g
polynomial time (number of processors)

pmax (fi,k)2 / (fmax)2 ≤ pi,k ; i = 1,..,n, ∀k

Th l t i t d t ti Thermal constraint adaptation
 Use worst case thermal                                

d ti it i th fconductivity in the range of                                      
allowed temperatures, and                                             
iterate (if needed) to optimum

© ESL/EPFL 2011

iterate (if needed) to optimum
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Pro-Active Based Thermal Control:
Phase 2 - Run-Time, Putting It All Together

 Use table of frequencies assignments and index by 

Phase 2 Run Time, Putting It All Together

q g y
actual conditions at regular run-time intervals

Current temperature of cores 
Targeted operating 
frequency of cores pfrequency of cores 

Method inputs

Run-time optimal DVFS 
assignment module

1) Index table output of phase 1 
with current working conditions  

Run-time 
DVFS

Phase 

g

t cu e t o g co d t o s

2) Compare to current assignment to cores and
generate required signaling to modify DVFS values

DVFS
changes for
processors

output

© ESL/EPFL 2011

g q g g y
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Case Study: 8-Core Sun MPSoCy

 MPSoC Sun Niagara architecture MPSoC Sun Niagara architecture
 8 processing cores SPARC T1

 Max frequency each core: 1 GHz Max. frequency each core: 1 GHz 
 10 DVFS values, applied every 100ms

M 4 W Max. power per core: 4 W 

 Execution characteristics of 
kl d [S Mi t ]workloads [Sun Microsystems]: 

 Mixes of 10 different benchmarks, 
from web-accessing to multimedia

 60 000 iterations of basic 60,000 iterations of basic 
benchmarks, tens of seconds of 
actual system execution

Sun’s Niagara MPSoC

© ESL/EPFL 2011
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Thermal Constraints Respected… 
And Faster overall!And Faster overall!

Total         
i f

DVFS:

run-time of 
benchmarks

180 sec
Proposed method achieves better throughput than 

106 sec

p g p
standard DVFS while satisfying thermal constraints

2-phase 
Convex 
method:

106 sec
(45% less 
exec time)exec. time)

© ESL/EPFL 2011
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The Big Picture for Thermal-Aware Design: 
Large-Scale Computing in DatacentersLarge Scale Computing in Datacenters

 Area is expensive, we try to get denser infrastructures
N t i h 10 d it New containers: many more servers each, >10x density 

Dyer, ITHERM 2006

Reed, 2009

45% of energy overhead in cooling, how to get higher 
computational densities (with lower cooling costs)?
 Air-cooled datacenters are 

very inefficienty
 Cooling needs as much energy 

as IT… and thrown-away

© ESL/EPFL 2011 Datacenter energy overhead, ASHRAE

 For a 10MW datacenter   
~US$ 4M wasted per year
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Processing Trends: Single to Multi-Core 

How do you feed so many cores? 
Memory bandwidth wall!

© ESL/EPFL 2011

[Courtesy: Yuan Xie, ICCAD 2010]
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Why not using 3rd Dimension?
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Run-Time Heat Spreading in 3D MPSoCs:
More Complex Cooling Needs!
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Zero-Emission Datacenter: Liquid Cooling 
Technology and Predictive Energy ManagementTechnology and Predictive Energy Management

Datacenters are “intelligent” heaters
• 30-40% of carbon footprint in Europe using district heating networks• 30-40% of carbon footprint in Europe using district heating networks

Direct re-use of heat output
• 3D MPSoC architectures
• “Hot”-liquid outlet temperature >70°C, large CO2-emission reduction

1.
2

Aquasar datacenter server: 80% payback of electricity costs

2.
3.

© ESL/EPFL 2011
31
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Zero-Emission Datacenter: Liquid Cooling 
Technology and Predictive Energy ManagementTechnology and Predictive Energy Management

Datacenters are “intelligent” heaters
• 30-40% of carbon footprint in Europe using district heating networks• 30-40% of carbon footprint in Europe using district heating networks

Direct re-use of heat output
• 3D MPSoC architectures
• “Hot”-liquid outlet temperature >70°C, large CO2-emission reduction

1.
2

Aquasar datacenter server: 80% payback of electricity costs

2.
3.

© ESL/EPFL 2011
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NanoTera CMOSAIC Project: Design of    
3D MPSoCs with Advanced Cooling3D MPSoCs with Advanced Cooling

 3D systems require novel electro-thermal co-design
• Academic partners: EPFL and ETHZ

3D MPSoC datacenter chip: microchannels etched 

• Academic partners: EPFL and ETHZ
• Industrial: IBM Zürich and T.J. Watson

p
on back side to circulate (controlled) liquid coolant

S tSystem 
Level Active 

C liadjustment Cooling 
Manager

adjustment
of coolant flux 

(fast 3D 
heat flow 

task scheduling and
power management

© ESL/EPFL 2011
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Creating a Fast Thermal Model: Compact 
RC-Based Stack Model with TSVsRC Based Stack Model with TSVs

 Chip-Level thermal model qbTbq 
6

RC Network of qb_top qb_back

qbTbq j
f

ffjbj 


0
1

Si/metal layer 
cells

q qb_right

qb_left

cells qb_bottomqb_front

 C ti b d diti

qb_top = htopA(Ta-Ttop)

 Convective boundary conditions 
between layers for each tier separately 

 TSVs change resistivity       
of interlayer material

© ESL/EPFL 2011 35
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3D MPSoC Thermal Library Deployment

 Extensible set of layers in 3D stackExtensible set of layers in 3D stack
 Up to 9 tiers and heat spreader
 Pre-defined layers:

Sili (10 l ) l Silicon, copper (10 layers), glue,                     
overmold, interposer, bump                                                   

 Configurable nr. of cells and iterations per tier
 Also 10ms thermal interval (1000 iterat./tier)

 Multi-tier test chip manufactured at EPFL:

© ESL/EPFL 2011 36



Correlation Results: 
Inter-Tier Heat TransferInter Tier Heat Transfer

 Vertical heat flow (multi-level measurements)
• Tested range: 0.5W to 10W per heater 
• Variations only of global temperatures trend 

Ti 2 t / i l ti ( 9W)• Tier-2 measurements/simulations (~9W):

Temp (Kelvin) Inter Layer

333

336

Temp (Kelvin)

Avg Max temp Error= 3.7%

Avg Inter-layer error= 4 3%Tier 3

Tier 4

Tier 5

Device

324

327

330 Avg Inter-layer error= 4.3%

Tier 2

Tier 3 Device 
02 

heated

315

318

321

Simulation

MeasurementHeater and sensor at the

Tier 1

© ESL/EPFL 2011
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Layer 2 Layer 3 Layer 4 Layer 5

Heater and sensor at the 
same point (Max temp)
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Correlation Results: 
Inter-Tier Heat TransferInter Tier Heat Transfer

 Vertical heat flow (multi-level measurements)
• Tested range: 0.5W to 10W per heater 
• Variations only of global temperatures trend 

Ti 2 t / i l ti ( 9W)• Tier-2 measurements/simulations (~9W):

Temp (Kelvin)

Variations of approximately 5% between 3D chip 
measurements and RC-based 3D thermal modelInter Layer

333

336

Temp (Kelvin)

Avg Max temp Error= 3.7%

Avg Inter-layer error= 4 3%Tier 3

Tier 4

Tier 5

Device

measurements and RC based 3D thermal model

324

327

330 Avg Inter-layer error= 4.3%

Tier 2

Tier 3 Device 
02 

heated

315

318

321

Simulation

MeasurementHeater and sensor at the

Tier 1
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Modeling Liquid Cooling as RC-Network 
in 3D MPSoC stacksin 3D MPSoC stacks

 Local junction temperature modeled as 4-resistor based 
t t i t th l d l (4RM b d CTTM)compact transient thermal model (4RM-based CTTM)

• Rtot = Rcond + Rconv + Rheat

3D-ICE: 3D IC Emulator   
with liquid cooling    

[S idh t l

4 convective 2 voltage-controlled 

http://esl.epfl.ch/3d-ice.html[Sridhar, et al., 
ICCAD 2010]

resistances
o tage co t o ed

current sources

z
y

Rconv

© ESL/EPFL 2011
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Manufacturing of 5-Tier 3D Chips with 
Liquid Channels in Multiple TiersLiquid Channels in Multiple Tiers

Addi lti ti li id li i / t l tAdding multi-tier liquid cooling in-/out-lets

© ESL/EPFL 2011 40



Manufacturing of 5-Tier 3D Chips with 
Liquid Channels in Multiple TiersLiquid Channels in Multiple Tiers

Inlet/Outlet OpeningInlet/Outlet Opening
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Manufacturing of 5-Tier 3D Chips with 
Liquid Channels in Multiple TiersLiquid Channels in Multiple Tiers

Maximum error of 3.5% between measurements 
and RC-based 3D thermal model with liquid coolingq g
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5-tier
3D-ICE

12 mL/min
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5-tier
3D-ICE24 mL/min
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5-tier
3D-ICE
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Active-Adapt3D: Active cooling 
management for 3D MPSoCsmanagement for 3D MPSoCs

 3D MPSoC temperature control at system-level:
El t i l b d t k h d li d DVFS ( f )• Electrical based: task scheduling, and DVFS  (µsec or few ms)

• Mechanical based: run-time varying flow rate (hundreds of ms)

 Fuzzy logic-based controller and thermal-aware schedulerFuzzy logic based controller and thermal aware scheduler
1. Design-time analysis: extraction of set of thermal management rules
2. Run-time thermal management: utilization of rules in scheduler and 

subsequently fuzzy logic controller using both mechanical and electrical

[Coskun , 
Atienza, 

et al., 
MICRO 

subsequently fuzzy logic controller using both mechanical and electrical  
methods to achieve:
 Thermal balance

Inputs: 
• Workload information
• Floorplan package

DVFS actuator

2011]

 Energy efficiency • Floorplan, package

3D-ICE: Fast Transient 
Temperature 

Scheduler (TALB)

Response 
for Each Unit
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Active-Adapt3D: Active cooling 
management for 3D MPSoCsmanagement for 3D MPSoCs

 3D MPSoC temperature control at system-level:
El t i l b d t k h d li d DVFS ( f )700

 
Coolant FlowCoolant Inlet Coolant Outlet

• Electrical based: task scheduling, and DVFS  (µsec or few ms)
• Mechanical based: run-time varying flow rate (hundreds of ms)

 Fuzzy logic-based controller and thermal-aware scheduler500

600

700

L ti f th h t tFuzzy logic based controller and thermal aware scheduler
1. Design-time analysis: extraction of set of thermal management rules
2. Run-time thermal management: utilization of rules in scheduler and 

subsequently fuzzy logic controller using both mechanical and electrical elements
300

400

H
ei

gh
t (

um
) Location of the hotspot

subsequently fuzzy logic controller using both mechanical and electrical elements 
to achieve:
 Thermal balance

Inputs: 
• Workload information
• Floorplan package

DVFS actuator100

200

H

 Energy efficiency • Floorplan, package

3D-ICE: Fast Transient 
Temperature 

Scheduler (TALB)1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
0

Distance along Channel length (um)

 

New insights about suitable thermal aware schedulingResponse 
for Each Unit

New insights about suitable thermal-aware scheduling 
and task assignment for 3D MPSoCs!
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Temperature-Aware Load Balancing  (TALB)    
Scheduler for 3D MPSoCsScheduler for 3D MPSoCs

 Load balancing (Default):
• Balances queue-length, 

but does not consider core

Dispatching 
Queues Threads

but does not consider core 
locations

 TALB: [Coskun et al DATE 2010] TALB:
• Thermal index (  ) per core

(T(k))·ll thermal
i

queue
i

weighted
i 


[Coskun , et al., DATE 2010]

( ( ))qg

Core-1 Core-2 Core-3
. . . Chip‐2 2

3

© ESL/EPFL 2011
45

Chip‐1321  
For cores at locations 1, 2 and 3:



Integrated Flow Rate and DVFS          
Fuzzy Controller for 3D MPSoCsFuzzy Controller for 3D MPSoCs

Fuzzy 
C ll

• 3D-ICE: predicted 
ma core temperat

Adjusted Flow Rate 
Controllermax. core temperat.

• TALB: Workload 
• Pump power

and DVFS

Look-up table (depends on 3D 
hi d ti )

 Takagi-Sugeno fuzzy controller
IF x = a AND x = a THEN y =f (x x )

chip and pump properties) [Sabry, et al., ICCAD 2010]

IF x1 = a1 AND x2 = a2 … THEN y1=f1(x1,x2,..)
• Extract cooling rules at design time
• Stable (circle criteria, BIBO stability,…)

 Rules for multi-outputs at run-time
• Electrical: DVFS (VF) per  core
• Mechanical: Flow rate (FL) • Cores next to the inlet:• Mechanical: Flow rate  (FL)

IF D is L THEN VF is H AND FL is L

Cores next to the inlet:             
no thermal reduction needed

© ESL/EPFL 2011
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Experiments Active Thermal Management  
3D MPSoCs with Microchannels

 Target 3D systems based on 3D ICs with Sparc-Power cores 
P l d kl d f l t d i S

3D MPSoCs with Microchannels

• Power values and workloads from real traces measured in Sun 
platforms (database queries, web services, etc.) 

 Cores and caches in separate layersCores and caches in separate layers
• 3D crossbar as interconnect

 Channels:
• Width 100µm and        

height 50µm 
Th fl t• Three flow rate 
settings, default at 
32ml/min
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Run-time thermal Management for 3D 
Chips: thermal evaluation

 For hot spot threshold 85oC, thermal violations: 0%

Chips: thermal evaluation

 Energy reduction:
• 70% average coolant energy (max. savings: 77%)
• 52% average total system energy (max. savings: 85%)

2,5
3

er
gy
 

n

[Coskun , Atienza, et al., MICRO 2011]

1
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AC LB AC TDVFS LB LC LB LC FUZZY LB 4 tier AC LB 4 tier LC LB 4 tier

N
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m co

AC_LB AC_TDVFS_LB LC_LB LC_FUZZY_LB 4 tier AC_LB 4 tier LC_LB 4 tier 
LC_FUZZY_LB

Pumping network energy System EnergyPromising figures for thermal control in 3D MPSoCs
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Promising figures for thermal control in 3D MPSoCs, 
thermal gradients of less than five degrees/tier
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Conclusions: Aquasar 2010
First Chip-Level Liquid Cooled ServerFirst Chip Level Liquid Cooled Server

Water-Cooled IBM 
BladeCenter

 MPSoCs: Interdisciplinary work
F t RC th l d l f 2D/3D BladeCenter   

HS22• Fast RC thermal models for 2D/3D 
MPSoC with inter-tier variable 
liquid fluxes (less than 5% error)

• Layout combining electrical and 
mechanical constraints-modeling

N t ti f th l Next generation of thermal-aware 
proactive controllers (task control, 
flow rate and DVFS)flow rate and DVFS)
• Holistic control reduces significantly 

the thermal issues and improves 
energy cost (80% energy savings)

• “Green” datacenters: energy efficient 
 Roadrunner: 445 Mflops/Watt
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 Roadrunner: 445 Mflops/Watt
 Aquasar: 2250 MFlops/Watt Back side Water conditioning

Courtesy: IBM Zürich
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