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Abstract

The massive computational power of graphics processor units (GPUs), combined with novel programming models such as CUDA, makes them attractive platforms for many parallel applications. This includes embedded and real-time applications, which, however, also have temporal constraints: computations must not only be correct but also completed on time. This poses a challenge because the characterisation of the worst-case temporal behaviour of parallel applications on GPUs is still an open problem. To address this situation, this paper proposes a measurement-based and statistical approach for the probabilistic characterisation of the worst-case execution time of such an application.
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ABSTRACT
The massive computational power of graphics processor units (GPUs), combined with novel programming models such as CUDA, makes them attractive platforms for many parallel applications. This includes embedded and real-time applications, which, however, also have temporal constraints: computations must not only be correct but also completed on time. This poses a challenge because the characterisation of the worst-case temporal behaviour of parallel applications on GPUs is still an open problem. To address this situation, this paper proposes a measurement-based and statistical approach for the probabilistic characterisation of the worst-case execution time of such an application.

1. INTRODUCTION
Graphics processor units (GPUs) offer processing capacity orders-of-magnitude greater than CPUs. Novel parallel programming models, such as Nvidia CUDA and OpenCL, brought us General-Purpose GPU (GPGPU) computing: the use of GPUs as accelerators for computationally intensive (non-graphics) functions.

But GPUs are designed for high throughput via massive parallelism; not via executing any single thread particularly fast. Therefore, the applications best-suited for GPUs: (i) are easily decomposable in thousands of parallel threads; (ii) have minimal dependency across data (no need for synchronisation; maximum parallelism); (iii) are computationally intensive, to justify the costly copying of the GPU input and output over the bus.

To provide temporal guarantees for GPU-accelerated applications, we need a technique for upper-bounding their execution time on the GPU. Traditional WCET analyses for CPUs are inapplicable because they focus on the WCET of a single thread. Yet, on GPUs the result is pieced together from thousands of threads, competing for GPU resources, and we are not interested in the WCET of any single thread in particular. Rather, we seek to bound the time, from when the earliest GPU thread starts executing until all of them have completed.

To that end, we undertake a measurement-based probabilistic approach, based on Statistic Analysis and Extreme Value Theory (EVT). This technique allows the derivation of highly accurate estimates on the probability that any run of the GPU application exceeds a respective time threshold, even if such high execution times are not observed in any of the measurements. It advances the state of the art because it accurately captures the overall behaviour of the memory subsystem. By comparison, our prior approaches [3, 4] for deriving WCET estimates for GPU applications were optimistic in their assumptions on cache misses and the memory subsystem in general. Extending them, as originally intended, to also consider the effects of cache and memory, was not practical for two reasons. First, due to tractability issues, inherent in those approaches, which kicked in when considering long-latency operations (e.g. hundreds of cycles for an L1 miss). Secondly, because the exact cache architectures and replacement policies for modern GPUs are trade secrets, thus not openly documented. A probabilistic measurement-based approach bypasses both hurdles.

This paper considers the NVIDIA CUDA programming model but the main idea can also be applied to other analogous technologies (such as AMD APP).

In terms of outline, the next section offers additional background and discusses related work. Section 3 elaborates on measurement collection and Section 4 offers background on the statistical analysis of the measurements and on EVT, which we use to obtain highly accurate probabilistic WCET estimates. Section 5 discusses our experiments. Section 6 concludes.

2. BACKGROUND
The Compute Unified Device Architecture (CUDA) programming model by NVIDIA implements the stream processing computational paradigm on GPUs for general-purpose computation conveniently and efficiently. In stream processing, there is a set of input data (the stream) upon which a series of operations (termed the kernel function; not to be confused with operating system kernels) is performed. In CUDA, this is implemented as numerous ultra-lightweight identical threads (instances of the CUDA kernel) with minimal or no data dependencies, designed for execution in parallel. Because CUDA threads have a single-GPU-cycle context switch, they can efficiently extract all the available potential for parallelism. When a thread stalls, the GPU switch to executing another one. And even if a stall takes hundreds of cycles (e.g. to access memory), the functional units of the
GPU can be kept almost always busy this way. Characteristically, under CUDA, at any time, groups of 32 threads (termed warps) execute in lockstep. Namely, the threads from the same warp (i) execute during the same cycles as each other and (ii) execute the same kernel instruction. Although there are exceptions to this (e.g. when the threads of a warp diverge in control flow), they are avoided by design, when possible, for performance reasons.

2.1 On GPU architectures and CUDA

Modern GPUs are immensely parallel architectures. A GPU (Figure 1) contains several “Streaming Multiprocessors” (SMs). Each SM is a complex manycore in itself, as it includes many (i) CUDA cores, for integer and floating-point arithmetic, (ii) “load/store” units that load data from/store data to cache or DRAM, (iii) special function units, implementing sine, cosine, square root etc in H/W and (iv) double precision (64-bit) units.

For example the Kepler GK104 [26] has 8 SMs and supports gigabytes of global GPU memory. The SMs share 1.5 MB of L2. Each SM has (i) a very fast dedicated memory (64 KB), divided into shared memory and L1 cache (configurable as 48/16, 32/32 or 16/48 KB) and (ii) a 48 KB read-only cache. The L1, shared among all threads on a given SM, has register-like latency. But many aspects (e.g. replacement policy) of this complex memory hierarchy are not publicly documented.

At run-time, warps are bundled together in groups termed thread blocks and each thread block is sent to one SM for execution. Each SM has a few thread blocks assigned to it at any time. Thread blocks do not migrate among SMs. The CUDA engine tries to keep the processing units of each SM busy but exactly how warps are dispatched is not publicly documented.

2.2 Work on the timing behaviour of GPUs

Characterising the timing behaviour of such complex architectures, with so little available information, is challenging. Nevertheless, serious efforts are made to either make GPU computing more time predictable or to derive appropriate WCET analysis.

Many works have attempted to make the scheduling on the GPU more predictable [2, 18] and provide multitasking [19] among different GPU contexts and efficiently manage shared resources. In [17], data transfers between GPU and CPU are made preemptive, to reduce the related blocking times. The GPU management infrastructure in [28] supports data transfer and computation overlap and multi-GPU systems. The lock-based management framework for multi-GPU systems in [21] allocates GPU resources to tasks according to an execution cost predictor that infers costs (e.g. computation time, data transfer delay) from a few runs. Mangharam et al. [24] discussed adaptive runtime scheduling of anytime algorithms. In the case-study provided, the worst-case scenarios for GPU kernels are empirically derived by running few experiments.

Other works seek to provide WCET analysis for GPUs. In [3] we presented the first (to the best of our knowledge) work aimed at computing safe upper bounds on the WCET of a CUDA kernel. That approach was ILP-based and safely extrapolated the WCET from that of a smaller problem instance (i.e. fewer threads). However, it suffered from many limitations: it only considered execution on a single SM, it was not tractable with respect to longer kernels (due to control variable explosion) and crucially, the output was only safe subject to an optimistic assumption regarding cache misses. Therefore, we next [4] formulated an alternative more tractable metaheuristic-based technique for estimating the WCET. That estimate, however, was no longer provably safe, hence only useful for soft (not hard) real-time systems. Moreover, optimistic assumptions regarding cache misses remained. In fact, our efforts, to extend [3] or [4] to account for the effects of the memory subsystem, were unfruitful, mainly due to (i) inherent tractability problems when modelling latencies of hundreds of cycles (as in L1 misses) and (ii) the lack of public documentation.

Betts et al. also presented [5] two techniques for estimating the WCET of CUDA kernel functions. They relied on the simulator GPGPU-sim [1], configured for NVIDIA Fermi. The first technique (dynamic) estimates from the respective high-water mark measurements the maximum “release jitter” (delay in launch, measured from the kernel launch) and WCET (including the effects of contention for shared resources, e.g., cache, GPU main memory) of the GPU warps. The second technique (hybrid) assumes a fixed delay for launching of each additional warp and uses static analysis based on instrumentation point graphs annotated with execution time parameters obtained from the measurements. This assumes thread blocks arriving in “waves” and processed in round-robin. However, static instrumentation point graphs tend to be pessimistic; conversely, high-water mark times may be optimistic.

This brings us to this work, which uses measurements on real hardware but, through Statistic Analysis and EVT, can “predict” worst-case timing behaviour even when that is not observable in the high-water mark times. In using measurements, we also largely sidestep the lack of public knowledge about the characteristics of the memory subsystem, which hampered us in previous work. Next we describe this new approach.

3. ON COLLECTING MEASUREMENTS

In the typical CUDA setup, the following sequence of actions is performed by a CUDA-C program [16].

S1: The program allocates memory on the host for the input and output of the CUDA kernel.

S2: The program allocates1 memory on the GPU for the input and output of the CUDA kernel.

S3: The program initiates1 the copying of the input from host memory to GPU memory. This is normally a

---

1Via the high-level CUDA Run-time API or directly the Driver.
blocking operation, unless the copied data is less than 64KB ([27], Section 3.4.5.1).

S4: The program launches the CUDA kernel. This operation is non-blocking: the driver returns control to the CPU immediately after the launch\(^2\).

S5: The kernel executes on the GPU until completion. In parallel, the program on the host polls on the status of its completion.

S6: Upon completion of the kernel, the program copies\(^3\) the output of the CUDA kernel from GPU memory to host memory.

S7: The program continues its execution on the host.

The execution time of the kernel corresponds to stage S5. Let that be denoted as \(T^{\text{DEV}}\). However, the combined duration of stages S2 to S6 is also of interest, since it determines the acceleration attained via CUDA. Let us denote that by \(T^{\text{HOST}}\). If determining \(T^{\text{DEV}}\) analytically (which our earlier work attempted) is hard, for \(T^{\text{HOST}}\) it is even more so, since it also includes the execution of the CUDA driver and the I/O latency for copy over the PCI-e bus. Therefore, we attempt to characterise both by collecting measurements over a sufficiently large number of runs and applying EVT.

To measure \(T^{\text{HOST}}\) we used standard Linux primitives for reading the system time. We placed those system calls just before S2 and at the start of S7. Accurately measuring \(T^{\text{DEV}}\) is harder because the GPU cannot be probed. Any instrumentation code added to the kernel would be executed by all CUDA threads so it would have to be extremely lightweight/non-intrusive for the cumulative effect on \(T^{\text{DEV}}\) to not be significant. Recall that \(T^{\text{DEV}}\) is the interval from when the first kernel instruction by some thread (warp) executes until the last kernel instruction by some thread (warp) is completed. The tricky part is that we cannot know a priori which warp starts to execute first and which one completes last. We deal with this as follows:

There is a special clock-register on each SM, which counts GPU cycles. We read/record its value via manually inserted assembly code, at the start/end of each thread. A naive approach would use two respective per-thread variables, start_cycle and end_cycle. But this would use too much shared memory (out of the 48 KBs, at most, per SM) or else thrash the L1 cache, significantly altering the timing behaviour. Hence we use a single per-SM pair of start_cycle and end_cycle variables (Figure 2), and leverage the fact that execution on the GPU is in-order. The first thread to execute, whichever that is, sets the start_cycle variable. All subsequent threads detect this (if-condition at line 1) and avoid overwriting its value. Upon completion, all threads write to the stop_cycle variable (line 4), which means that the last value written to it is by the latest thread to complete. Then \(T^{\text{DEV}}\) (in GPU cycles) is derived\(^4\), with \(p\) denoting the index of the SM, as:

\[
T^{\text{DEV}} = \max_p \{ \text{end_cycle}[p] \} - \min_p \{ \text{start_cycle}[p] \}
\]

\(^2\)Synchronous semantics (i.e. self-suspension until the GPU-side computation completes) can still be obtained, e.g., via custom CPU-side programming.

\(^3\)In the rare case of clock-register overflow, the above code does not work. We detect/discard such data, offline.

\(^4\)We use calligraphic letters to represent probability distributions. Non calligraphic letters are for single values.

To apply EVT, we need such measurements from many runs of a given CUDA kernel. We therefore developed a tool that repeatedly (i) launches the same kernel and (ii) records its timing measurements. To eliminate interference from screen rendering, we switch off the windowing system entirely. To guarantee the safe application of the EVT, the number of runs must be large enough; in the order of thousands, as has been demonstrated. We conservatively opted for \(10^5\) runs, which, as expected, proved more than enough.

4. STATISTICAL ANALYSES OF EXECUTION TIME

Statistical estimations of worst-case execution time are becoming popular within the real-time community, [14, 8]. They lead to the notion of probabilistic WCET (pWCET), alternative to the deterministic WCET, as distributions of values \(C_j\) with an associated probability of being the WCET. \(C_j\) upper-bounds the task execution time with a probability \(p_j\). \(1 - p_j\) is the probability for a task instance having a bound on its execution time different than \(C_j\).

**Definition 1 (Probabilistic WCET).** Given \(C_i\), the distribution of execution time measured in a certain configuration/condition \(i\), the probabilistic Worst-Case Execution Time distribution \(C^*\) of a task is a tight upper bound on the execution time distribution \(C_i\) of all possible execution conditions\(^5\). Hence, \(C_i\), \(C^*\) is larger than or equal to \(C_i\). In notation: \(C^* \geq C_i \geq C_i\). The total ordering among distributions is defined such that, a distribution \(C_j\) is greater than or equal to a distribution \(C_k\), \(C_j \geq C_k\), if \(P(C_j \leq d) \geq P(C_k \leq d)\) for any \(d\) and the two random variables are not identically distributed (two different distributions), [10]. The tightest possible pWCET distribution would be the exact pWCET, which is unknown. However, we still need to come up with a safe pWCET estimation, meaning a pWCET estimation \(C^*\) that is greater than or equal to the (unknown) exact pWCET. And the only information we can rely on, for constructing such a pWCET estimation is the set of measurements \((\{C_i\})\) and the execution conditions \(i\) under which they were taken.

The probabilistic worst-case execution time can also be defined in terms of the exceeding thresholds and the 1-Cumulative Distribution Function (1-CDF) representation. Given a probability of exceedence \(p^*\), \(C^*\) is the worst-case execution time such that \(P(C^* \geq C^*) \leq p^*\). Alternative to the pWCET distribution, we can call minimum probabilistic worst-case execution time the tuple \((C^*, p^*)\). In our experiments we consider \(p^* = 10^{-5}\), \(p^* = 10^{-9}\), and \(p^* = 10^{-12}\).
Measurements, when used in conjunction with statistical approaches such as the EVT, contribute at estimating safe pWCETs. On their own, measurements are not enough to obtain pWCETs since they may lack completeness: through the measurements there is no guarantee to have experienced all the execution conditions. Nonetheless, measurements are important for extracting observable features such as average behaviours and trends that can appear while executing tasks. Extreme value analysis is for the statistical inference on the tail region of a distribution function. The statistical estimation of the pWCET makes use of the EVT for exploring rare events, wherein the WCET and its probabilistic version pWCET should lie. In the following we state the basics for the EVT that we apply in our framework.

Classical EVT discusses the possible limiting laws for the maximum \( M_n = \max \{ X_1, X_2, \ldots, X_n \} \) of \( n \) independent and identically distributed variables \( \{ X_n \} \) as \( n \) tends to infinity\(^5\). [13].

**Theorem 1** (Fisher-Tippett-Gnedenko EVT). Let \( X_1, X_2, \ldots, X_n \) be a sequence of independent and identically-distributed random variables, and \( M_n = \max \{ X_1, \ldots, X_n \} \). If a sequence of pairs of real numbers \( a_n, b_n \) exists such that each \( a_n > 0 \) and

\[
\lim_{n \to \infty} P \left\{ \frac{M_n - b_n}{a_n} \leq x \right\} = G(x),
\]

where \( G \) is a non degenerate distribution function, then the limit distribution \( G \) belongs to either the Gumbel, the Fréchet or the Weibull family. These can be grouped into the generalised extreme value distribution.

Theorem 1 expresses the EVT theory in case of independence among samples: the maxima of an i.i.d.\(^\*\) sequence of constants such that \( a_n = 0 \) and

\[
\lim_{n \to \infty} \frac{M_n - b_n}{a_n} \leq x \Rightarrow \lim_{n \to \infty} \frac{M_n - b_n}{a_n} = G(x),
\]

where \( G \) is a non degenerate distribution function, then the limit distribution \( G \) belongs to either the Gumbel, the Fréchet or the Weibull family. These can be grouped into the generalised extreme value distribution.

The GEV distribution \( G \) can be of three distinct types, characterised by \( \xi = 0, \xi > 0 \) and \( \xi < 0 \), which correspond to the Gumbel, Fréchet and Weibull distributions, respectively.

Usually, the EVT is established for i.i.d. observations, and previous works have linked the safety of EVT estimations to that hypothesis. Therein, it is claimed that if both independence and identical distribution are verified, the EVT distribution tail projection can be considered as a safe pWCET estimation, [8].

However, more recent developments showed that independence is not a necessary hypothesis for the EVT. Leadbetter et al. [21], Hsing [15] and Northrop [25] developed EVT for stationary weakly dependent time series. The latter two references also established statistical tools for use under that assumption.

**Theorem 2** (Long Range Independence EVT, [20]). Let \( \{ X_n \} \) be a stationary sequence such that \( M_n = \max \{ X_1, \ldots, X_n \} \) has a non-degenerate limiting distribution \( G \) as in

\[
P \{ a_n (M_n - b_n) \leq x \} \xrightarrow{\text{d}} G(x),
\]

for some constants \( a_n > 0 \), \( b_n \). Suppose that\(^\dagger\)

\[
D(u_n) : \left| F_{i_1, \ldots, i_p, j_1, \ldots, j_q} (u_n) - F_{i_1, \ldots, i_p} (u_n) \right| \leq \alpha_n, l,
\]

where \( \lim_{n \to \infty} \lim_{n \to \infty} \alpha_n = 0 \), holds for all sequences \( u_n \) given by \( u_n = x/a_n + b_n \), \( -\infty < x < \infty \). Then \( G \) is one of the three classical types: Weibull, Fréchet, Gumbel.

The theoretical results for long range independence EVT, [20].

**Theorem 3** (Extremal Independence EVT, [20]). Let \( \{ X_n \} \) be a stationary sequence with a marginal distribution function \( F \) such that \( M_n = \max \{ X_1, \ldots, X_n \} \) and \( \{ u_n \} \) a sequence of constants such that \( D(u_n) \). \( D'(u_n) \) holds. Let \( 0 \leq \tau < \infty \), then

\[
P \{ M_n \leq u_n \} \xrightarrow{\text{d}} \lim_{\tau \to 0} \exp(-\tau)
\]

if

\[
| \sup \sum_{i=1}^{n} P \{ X_i > u_n \} \}
\]

\[
\rightarrow \tau.
\]

Theorem 3 states that if both \( D(u_n) \) and \( D'(u_n) \) are satisfied, the resulting EVT is equal to the one obtained in case of observing independence.

Chernick [7], extending Loevys [22], showed that, for each \( \tau > 0 \), \( u_n = u_n(\tau) \) is defined to satisfy Equation (6), under \( D(u_n) \) conditions alone, then any limit function for \( P \{ M_n \leq u_n(\tau) \} \) must be of the form

\[
P \{ M_n \leq u_n(\tau) \} \xrightarrow{\text{d}} \lim_{\tau \to 0} \exp(-\tau\theta),
\]

for some \( \theta \) with \( 0 \leq \theta < 1 \).

The parameter \( \theta \), called the extremal index of the time series, is a measure of clustering at the extremes. It is useful for analysing the behaviour of the extremes in the tail; a small \( \theta \) means greater clustering of the largest observations, i.e., higher dependence between observations; a value of \( \theta = 1 \) i.e., no extremal clustering, denotes independence.

Assuming \( G \) the pWCET EVT estimation in case of stationarity, and \( C \) the pWCET EVT estimation in case of independence. Supposing that the execution time measurements
in the two cases follow the same marginal distribution, it is $\mathcal{C} = \mathcal{C}^{\ast}$ with $\mathcal{C} \geq \mathcal{C}^{\ast}$. In case of independence at the extremes, $\theta = 1$, $\mathcal{C} \approx \mathcal{C}^{\ast}$. [6]. Once one of the above hypotheses (either independence, extremal dependence, or stationarity) is satisfied the EVT provides pWCET estimations which are greater than or equal to the exact pWCET. In here, the safety of pWCET EVT estimations.

In the present paper we apply these theoretical developments to the execution time analysis and safe pWCET estimations. In doing so, we consider the Gumbel distribution for EVT pWCETs, as it has been demonstrated to be the most appropriate distribution for execution times, [8].

### 4.1 On the Verification of the EVT hypotheses

**Hypothesis testing** means to decide, from a number of observations, whether one should consider a property to be true or not. We may never know for sure, but a statistical test will give us guidance in making a decision. In statistics we can state this problem using two hypotheses: $H_0$ (null hypothesis) that denotes the hypothesis that the property is true, and $H_1$ (namely alternative hypothesis) denoting the hypothesis that the property is false. It has to be decided whether to accept or reject the hypothesis $H_0$ based on a sample (set of observations). The $p$-value is the result for hypothesis testing. $p$ is the probability of obtaining a test result at least as extreme as the one that was actually observed, assuming that the null hypothesis is true. Normally, $p > 0.05$ validates $H_0$; $p \leq 0.05$ rejects $H_0$, thus validates $H_1$. Various alternative approaches exist for calculating such an $p$-value, leading to different hypothesis tests; we discuss, later on in this section, those ones that we will be using.

#### 4.1.1 Independence of Observations

In statistics, a collection of random variables is independent (i.i.d.) if all the random variables are mutually independent. By this, we mean whether individual observations within the same execution trace are correlated with each other or not. If knowing one observation tells you something about another, then the observations are dependent; if knowing one observation tells you nothing about another, in that case they are independent.

A test applied in [8] aims at proving that samples are independent looking for randomness. This is called runs test, where randomness is sought within the observed data series by examining the frequency of “runs”; a “run” is a series of similar responses.

In this paper we look to extend independence tests from runs test, since randomness is not formally sufficient to verify independence. This type of independence can not be proven or tested except for time series. Time series tests are based on autoregression and autocorrelation. In particular, we aim at verifying stationarity, which gives more information about the observation traces and applying it to characterise system execution behaviour while looking for the worst-case execution conditions.

#### 4.1.2 Identical Distribution of Observations

In statistics, a collection of random variables is identically distributed (i.d.) if each random variable has the same probability distribution. A common test for verifying identical distribution in observations is the two-sample Kolmogorov-Smirnov test: The trace of observations is divided into two sets which are compared, to verify whether they represent the same distribution.

### 4.2 Statistical Analyses

In practical applications, the independence assumption may or may not be realistic. To test how realistic it is on a given execution time data set, the autocorrelation can be computed with lag plots, or a turning point test can be performed. These are to test the relationship that exists between measured observations. We apply them in order to extract patterns and behavioral models which could describe the observed system behaviour. In particular, we employ autocorrelation tests together with the notion of stationarity, which indirectly quantify the statistical independence between observations.

With no means of formalism, a process is stationary if its mean variance and autocovariance structure do not change over time. This is what is called weak form of stationarity, which means flat-looking observations, no trend, constant variance over time, and no periodic fluctuations or autocorrelation.

Autocorrelation, in a time series, is the similarity between observations as a function of the time lag between them. In our case, the time is given with the order of observations, thus lags are in terms of number of observations. The sample Auto Correlation Function (ACF) is one of the most important assessment tools for detecting data dependence and fitting models to data. Although the model is not faced at first, the observed data $\{X_1, \ldots, X_n\}$ are known.

An *autoregressive (AR)* model instead, is a representation of a type of random process. The AR model describes the underlying stationarity model of a trace of observations (time series): $AR(0)$, the sequence of observations has no dependence between the observations - white noise; $AR(1)$, a process where, with a positive parameter, only the previous observation in the process and the noise term contribute to the output - very very light dependence; $AR(2)$, a process where the previous two observations and the noise term contribute to the output. And so it goes on, increasing the dependence pattern between observations.

We also use the *Ljung-Box test*, which looks for any significant evidence for non-zero correlations between lags. Large $p$-values from the test suggest that the series is not stationary, thus there is no trend between consecutive observations; this supports non stationarity, and thus independence.

Valuable to time series analysis is also the test called *extremogram* [9], where the dependence at the extremes is estimated. The extremogram defines an analogue of the autocorrelation function, which depends only on the extreme values in the sequence of observations.

Finally, to compare with the independence case, there is the extremal index $\theta$ of the observations which is another tool for measuring the dependency of extreme values. We make use of the *blocks test* to compute $\theta$, based on estimators [12]. We stress that there is equivalence between the extremogram and the extremal index, for evaluating extremal dependences, thus ultimately the EVT applicability. For completeness we apply both, although just one of the two would have been enough to verify extremal behaviour of observations.

Tests such as the above allow us to conclude about the stationarity of execution time observations and their eventual extremal dependence. As earlier argued, under those
circumstances it is still possible to derive safe EVT distributions, thus safe pWCET estimations. More importantly, the stationarity helps with describing the execution behaviour and points out to us which are the worst-case conditions necessary, in order to safely conclude about pWCETs.

5. EXPERIMENTS

Our testbed used a Kepler GK104 with 8 SMs (Figure 1), configured with 32KB of shared memory and 32KB of L1 each. As benchmark, we developed in CUDA a Voronoi diagram generator, according to the raster-coloring massively parallel approach [23]. Informally, a Voronoi diagram for a 2D-plane and K points on it, divides the plane into tiles, each tile consisting of the points in the plane closer to one of the K points than to any other. For a 2D-raster, this is formed by calculating, for every pixel, the distance to each of the K points. Our application uses a separate thread per pixel. Therefore, the raster size (X by Y) determines the number of threads, whereas the number of points K determines the workload of a thread. For valid comparisons (same per-thread workload) we used K = 32 in all setups and simply varied the number of threads. The first setup (VOR-1) used $X=Y=32$ which corresponds to 1024 threads (32 warps), the maximum thread block size in Kepler. The other setups involved 8, 28 and 32 thread blocks of this size. The execution times are in nsec.

5.1 Timing Analysis

The experiments made provide execution time measurement traces, to be statistically tested. As we will proceed to show, although the $T^{\text{DEV}}$ and $T^{\text{HOST}}$ traces behaved very differently, all traces, upon testing, indeed support the conditions that permit the safe application of EVT.

Table 1 groups the numerical results of the independence tests carried out, i.e. runs test (runs), Ljung-Box (LB), and autoregressive (AR). These results reveal the independence of the $T^{\text{DEV}}$ case; hence realistic cases could be independent, and the EVT could be applicable with no need for artificially induced randomness, as made in [8] with random replacement caches. Instead, the $T^{\text{HOST}}$ traces are not independent, but stationary. This is due to the filtering effects that HOST exercises, which reduce variability and thus the independence of the observations. This stationarity is present at different degrees in the 4 different traces of $T^{\text{HOST}}$, but EVT is still applicable to all of them (Eq. 7).

The combination of the autocorrelation tests, the stationarity tests and the extremogram (Figure 5) gives more accuracy and completeness to the independence/stationarity verification than just the runs test. For example, in case of VOR-32 $T^{\text{HOST}}$, the runs test would have concluded about the trace independence; in reality though, it exhibits stationarity – and, in particular, a strong stationary relationship (AR(22)).

Noticeably, for $T^{\text{DEV}}$ the AR is at most 1 indicating very very light dependence; together with the LB test with $\rho \geq 0.1424$, thus no evidence of stationarity at all. This allows us to confirm the independence of the observations. With $T^{\text{HOST}}$, AR is larger than 11, revealing stronger dependence between observations in the form of stationarity; LB has small $\rho$. Crucially for the applicability of EVT, the stronger stationarity of the $T^{\text{HOST}}$ cases does not reflect into dependence of extreme observations, being the exponential trend of the ACFs with respect to lags. This is also supported by the extremogram results, in Figure 5. In there, the extremogram estimation $\hat{\rho}(h)$ varying lag $h$ is represented. Small $\hat{\rho}$-values i.e., less than 0.05 suggest that the series has no dependences at the extremes. The extremal index $\theta$ confirms that, hence the resulting EVT pWCET estimation for $T^{\text{HOST}}$ is equal to the one in case of full independence, Theorem 3, being $\theta = 1$.

The trends we could find in the measurement-based distributions through the stationarity tests, therefore give us support to further statistically investigate measurements seeking the worst-case execution conditions.

The identical distribution, Kolmogorov-Smirnov (KS) test, is verified for all traces, with $\rho > 0.05$. It suffices to check if the observations follow the same distribution: indeed, this is always the case whenever the observations are taken with the same execution conditions.

To further comment on the different behaviour of $T^{\text{DEV}}$ and $T^{\text{HOST}}$ cases, notice the differences in Figure 3 and Figure 4. For $T^{\text{DEV}}$, the non stationarity (LB test and ACF residuals) is clearly explained with the trace of the standardised residuals: there is no evident pattern, thus it resembles white noise. In case of $T^{\text{HOST}}$, an execution pattern appears, more evident with VOR-32 $T^{\text{HOST}}$. The pattern is not that strong since ACF residuals and Ljung-Box outline stationarity until lag 5, VOR-32 $T^{\text{HOST}}$. Hence, it is not a strong stationarity, but stationarity is present anyway. With $T^{\text{HOST}}$ we can see that there is no randomness anymore, except for VOR-32 $T^{\text{HOST}}$. Moreover, execution peaks with a certain periodicity appear. Conversely, in case of $T^{\text{DEV}}$ the appearances of peaks do not exhibit any periodic trend.

Seeking the worst case by investigating different execution conditions, we can see how the VOR-32, unsurprisingly, represents the worst-case among the ones considered (VOR-1, VOR-8, VOR-28, and VOR-32), being the case with larger observations. In Figure 6 we have represented the measurement-based distributions as Cumulative Distribution Functions (CDFs). In there we can also see that there is no measurable difference between VOR-28 and VOR-32 at both $T^{\text{DEV}}$ and $T^{\text{HOST}}$ cases. In future work we will eval-

<table>
<thead>
<tr>
<th></th>
<th>$\rho^{\text{DEV}}$</th>
<th>$\rho^{\text{HOST}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOR-1 runs (p)</td>
<td>0.3175</td>
<td>5.239e−43</td>
</tr>
<tr>
<td>VOR-8 runs (p)</td>
<td>0.7844</td>
<td>&lt; 2.2e−16</td>
</tr>
<tr>
<td>VOR-28 runs (p)</td>
<td>0.0664</td>
<td>1.436e−07</td>
</tr>
<tr>
<td>VOR-32 runs (p)</td>
<td>0.5288</td>
<td>0.6189</td>
</tr>
<tr>
<td>VOR-1 KS (p)</td>
<td>0.9987</td>
<td>0.267</td>
</tr>
<tr>
<td>VOR-8 KS (p)</td>
<td>0.9601</td>
<td>0.332</td>
</tr>
<tr>
<td>VOR-28 KS (p)</td>
<td>0.6104</td>
<td>0.391</td>
</tr>
<tr>
<td>VOR-32 KS (p)</td>
<td>0.72811</td>
<td>0.5861</td>
</tr>
<tr>
<td>VOR-1 LB (p)</td>
<td>0.7407</td>
<td>&lt; 2.2e−16</td>
</tr>
<tr>
<td>VOR-8 LB (p)</td>
<td>0.1424</td>
<td>4.622e−07</td>
</tr>
<tr>
<td>VOR-28 LB (p)</td>
<td>0.9205</td>
<td>&lt; 2.2e−16</td>
</tr>
<tr>
<td>VOR-32 LB (p)</td>
<td>0.9715</td>
<td>6.988e−05</td>
</tr>
<tr>
<td>VOR-1 AR</td>
<td>1</td>
<td>26</td>
</tr>
<tr>
<td>VOR-8 AR</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>VOR-28 AR</td>
<td>0</td>
<td>22</td>
</tr>
<tr>
<td>VOR-32 AR</td>
<td>0</td>
<td>22</td>
</tr>
<tr>
<td>VOR-1 $\theta$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>VOR-8 $\theta$</td>
<td>0.992</td>
<td>1</td>
</tr>
<tr>
<td>VOR-28 $\theta$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>VOR-32 $\theta$</td>
<td>1</td>
<td>0.994</td>
</tr>
</tbody>
</table>

Table 1: Independence, stationarity and extremal tests.
Figure 3: Statistics from the autocorrelation function (ACF) and the Ljung-Box statistics. VOR-1 and VOR-32 $T^{DEV}$ compared.

Figure 4: Statistics from the autocorrelation function (ACF) and the Ljung-Box statistics. VOR-1 $T^{HOST}$ and VOR-32 $T^{HOST}$ compared.

is meant to compare the pWCETs of the different execution conditions. Figures 7 and 8 illustrate the differences accuracy in between VOR-x cases. The CDF representation is applied to the EVT pWCET distribution estimations. Although the real pWCET is not known, we can still reason about the accuracy of the pWCET estimations. For VOR-1 $T^{DEV}$ and VOR-8 $T^{DEV}$, the EVT is closer to the measurements while for VOR-28 $T^{DEV}$ and VOR-32 $T^{DEV}$, it is less close. This is due to the shape of the measurement distributions. Wider distributions (larger execution variability) means that rare events could be far away from the average
behaviour. The EVT has to consider that in order to be safe: possibly much larger values than the measured ones have to be included. For the \( T^{\text{HOST}} \) cases, the measured distributions are consistently even wider, due to larger peaks on the execution times and two different peaks, visible in the residual representation of Figure 4. This makes the measured distributions resemble bi-variate distributions, Figure 8, and motivates the smaller estimation accuracy from the EVT. Table 2 shows the EVT estimations of the pWCET values at probability \( 10^{-6} \), \( 10^{-9} \), and \( 10^{-12} \) for both \( T^{\text{DEV}} \) and \( T^{\text{HOST}} \) cases; the probabilistic worst-case execution times are in ns. Those values are exceeding thresholds \( C \), from the 1-CDF representation, and recall that the associated probabilities \( p \) are the probabilities of exceeding that threshold, \( p(C) = P(C^* > C) \) being \( C^* \) the EVT pWCET distribution estimation. These results illustrate the pWCET variation at different probability thresholds. To explain the large differences of the VOR-28 and VOR-32 \( T^{\text{DEV}} \) EVT estimations with respect to their measurements, again, we need to consider the variabiility of the measurement distributions: in order to be safe, with large variabilities and stationarity, the EVT looses accuracy. With narrow distributions like VOR-1 and VOR-8, the EVT can better model the measurements; the resulting pWCET estimations are closer to the observed execution times. For \( T^{\text{HOST}} \), the poorest accuracy is due to the quality of the measured distribution. We also notice that the exceeding values for \( T^{\text{HOST}} \) for all VOR-x cases, for the same probability threshold, are of similar magnitude at each other. We conclude, empirically, that this is because \( T^{\text{HOST}} \) is dominated by the one-off costs of the CUDA driver execution and bus transfer launch, rather
than the size of the problem instance (number of thread blocks). Indeed, $T_{\text{HOST}} \gg T_{\text{DEV}}$ in our experiments.

Figure 9 is to give informal evidence to EVT pWCET differences. Although the EVT provides the pWCET from a set of measurements $\mathcal{C}$, alone it is not enough to conclude about the task pWCET in any possible execution condition. Since the pWCET estimates for VOR-28 and VOR-32 (the cases with more thread blocks) are not inferable from those of VOR-1 and VOR-8, it is necessary to include the worst-case execution condition (in terms of thread blocks) in order to guarantee safe pWCET estimations $\mathcal{C}^*$. Among the measurements made, VOR-32 is the worst-case for both $T_{\text{DEV}}$ and $T_{\text{HOST}}$. The EVT statistical estimation out of the VOR-32 can provide the safety guarantee that real-time analyses require upper-bounding the pWCET estimation for
all the other measurements.

A few interesting observations on Table 2: (1) the gap between VOR-1 (1 thread block on 1 SM) and VOR-2 (8 thread blocks in parallel, on different SMs) quantifies the effect of contention across SMs for L2 and GPU main memory; (2) unlike the measured values, the EVT for VOR-8 and VOR-32 for a given probability, does not scale linearly with the thread blocks; (3) the almost identical VOR-28 and VOR-32 pWCET estimations are evidence of a balanced thread block assignment to SMs; the in VOR-28 (where some SMs get 3 and some get 4 thread blocks) is determined by those SMs with 4 thread blocks (same as all SMs in VOR-32).

6. CONCLUSIONS

Through this work we demonstrated, for the first time, that it is possible to apply a pWCET analysis approach based on measurements, statistic analysis, and EVT to parallel applications running on GPUs. We have proficiently extended applicability of EVT to less constraining hypotheses than independence. And that provides a way for obtaining accurate WCET estimates, for the desired confidence level, despite the lack of detailed public documentation on the GPU’s memory subsystem and its internal scheduling.
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