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Abstract

Replication is a proven concept for increasing the avditgtof distributed
systems. However, actively replicating every software gonent in distributed
embedded systems may not be a feasible approach. Not onvdilable re-
sources are often limited, but also the imposed overhealti cignificantly de-
grade the system’s performance. The paper proposes hesitistdynamically
determine which components to replicate based on theiifisignce to the system
as a whole, its consequent number of passive replicas, artevth place those
replicas in the network. The results show that the proposedlistics achieve a
reasonably higher system’s availability than static offlstecisions when lower
replication ratios are imposed due to resource or costdiits.

The paper introduces a novel approach to coordinate theatioti of passive
replicas in interdependent distributed environments. filoposed distributed co-
ordination model reduces the complexity of the neededacte&ns among nodes
and is faster to converge to a globally acceptable solutian & traditional cen-
tralised approach.

1 Introduction

The highly dynamic and unpredictable nature of open disteith real-time embedded
systems can lead to a highly volatile environment where Qo8igion needs to adapt
seamlessly to changing resource levels [2].Some of thedlifies arise from the fact
that the mix of independently developed applications aed tiggregate resource and
timing requirements are unknown until runtime, but, stlltimely answer to events
must be provided in order to guarantee a desired level obpadnce.

Our previous work [23] applied concepts of cooperative @a&re computing to
address such challenges, emerging as a promising digtmilmatmputing paradigm to
face the stringent demands on resources and performanesvaémbedded real-time



systems. Service-based approaches provide the needédilifg>supporting dynamic
service composition, online QoS management, and load tialanAvailable software
components can be shared among different coalitions ofsadé can be adapted at
runtime to varying operational conditions, enhancing tfiigiency in the use of the
available resources.

Nevertheless, it is imperative to accept that failures aaeh &ill occur, even in
meticulously designed systems, and design proper measucesinter those failures
[17]. As discussed in [16], software replication in distriéd environments has some
advantages over other fault-tolerance solutions, prowgithie shortest recovery delays,
it is less intrusive with respect to execution time, it ssafeuch better, and is relatively
generic and transparent to the application domain.

Traditionally, replication is decided offline and appligdtgally. This approach
is suitable for systems where the importance of the compsrisrwell defined and
remains stable during execution. However, the open andrdiniaature of service-
based distributed embedded systems makes it very diffizudtentify in advance the
most critical software components. As a consequence, dasign decisions on where
and how to apply fault-tolerance techniques may turn oudeqaate. At the same time,
actively replicating all software components indepenlyesfttheir significance to the
overall system may be infeasible in embedded systems dhe &ctle of their timing,
cost, and resource constraints [6].

This paper is then motivated by the need to develop a flexibtecast-effective
fault-tolerance solution with a significant lower overheaxinpared to a strict active
redundancy-based approach. The term cost-effective émfiiat we want to achieve
high error coverage with the minimum amount of redundanbye faper proposes low
runtime complexity heuristics to (i) dynamically determiwhich components to repli-
cate based on their significance to the system as a wholetefiirmine a number of
replicas proportional to the components’ significance degand (iii) select the loca-
tion of those replicas based on collected information abbmubhodes’ availability as the
system progresses. To quantitatively study the effectigernf the proposed approach
an extensive number of simulation runs was analysed. Thétseshow that even sim-
ple heuristics with low runtime complexity can achieve asmgably higher system’s
availability than static offline decisions when lower replion ratios are imposed due
to resource or cost limitations.

This paper also tackles the challenging problem of actigatiackup replicas in
distributed interdependent environments. Consider tise géhere the quality of the
produced output of a particular component depends no onli@amount and type of
used resources but also on the quality of the inputs beingosesther components in
the system [32]. If a primary replica is found to be faultyeawprimary must be elected
from the set of passive backup ones and the execution edfasim the last saved state.
However, it is not guaranteed that the new primary will beeabl obtain the needed
resources to output the same QoS level that was being prddhyaie old primary. In
such cases, the need of coordination arises in order torpestbes correct functionality
of the distributed execution [1, 12]. This paper proposesstributed coordination
protocol that rapidly converges to a new globally consissarvice solution by (i)
reducing the needed interactions among nodes; and (ii) ensgting for a decrease
in input quality by an increase in the amount of used resalirc&ey components in



interdependency graphs.

2 System model

We understand a service= {c;, ca, ..., c,} as a set of software componentbeing
cooperatively executed by a coalition of nodes. Each compbn is an entity that
is defined by its functionality, is able to send and receivesages, is available at a
certain point of the network, and has a set of QoS paramdtatsan be changed in
order to adapt service provisioning to a dynamically chaggnvironment.

Each subset of QoS parameters that relates to a single adpesvice quality is
named as 80S dimensionEach of these QoS dimensions has different resource re-
quirements for each possible level of service. We make thgorable assumption that
services’ execution modes associated with higher QoSdeegjuire higher resource
amounts.

There may exist QoS interdependencies among two or moreeafthtiple QoS
dimensions of a servic8, both within a component and among components. Given
two QoS dimensiongy), and@,, a QoS dimension),, is said to be dependent on
another dimensio), if a change along the dimensiap, will increase the needed
resource demand to achieve the quality level previousljeaed along?), [28]. Fur-
thermore, we consider the existence of feasible QoS red&#js A region of output
quality [¢(0)1, ¢(0)2] is defined as the QoS level that can be provided by a component
when provided with sufficient input quality and resource&#hill a QoS region, it may
be possible to keep the current output quality by compemgédir a decrease in input
quality by an increase in the amount of used resources onveisa.

Users provide a single specification of their own range of QuSerences) for a
complete servic&, ranging from a desired QoS levB).s;i.q t0 the maximum toler-
able service degradation, specified by a minimum accep@bt levelL,.;nimum,
without having to understand the individual components thake up the service.
Nodes dynamically group themselves into a new coalitionpeoatively allocating re-
sources to each new service and establishing an initiaic&elrevel Agreement (SLA)
that maximises the satisfaction of the user's QoS conssraissociated with the new
service while minimises the impact on the global system’S Qaused by the new ser-
vice’s arrival [23]. Within a coalition, each componentc S will then be executed at
a QoS levell.,.inimum < Qial < Lgesired @t @ noden;. This relation is represented
by a triple(ni, ¢, Q% ,;)-

The set of QoS interdependencies among componrerdssS is represented as a
connected grapfis = (Vs, £s), on top of the service’s distribution graph, where each
vertexv; € Vs represents a componestand a directed edge € £s from ¢; to
¢x indicates thaty, is functionally dependent osy;. Within Gs = (Vg, &), we call
cut-vertexto a component; € Vg, if the removal of that component divid€s in two
separate connected graphs. ‘

Each component is only aware of the set of inpufs, = {(c;, @’ ;). - -, (cx, Q%) 1,
describing the quality of all of its inputs coming from prdeat components i¢,, and
the set of output®,., = {(c;,Q! ), -, (cp, QF,;)}, describing the quality of all of

val val

its outputs sent to its successor componentg,in As such, no global knowledge is



required.

3 Towards a flexible and adaptive replication control

The possibility of partial failures is a fundamental chaeaistic of distributed applica-
tions, even more so in open environments. A sub-domain @ftidity, fault-tolerance
aims at allowing a system to survive in spite of fauits, after a fault has occurred,
by means of redundancy. In this paper, we consider a faitubetwhen a component
stops producing output.

Replication is an effective way to achieve fault toleranmeduch type of failure
[27]. In fault-tolerant real-time systems, using activpligation schemes, where sev-
eral replicas run simultaneously, has been common [25].nEverrors are detected
in some of the replicas, the non-erroneous replicas willtsti able to produce results
within the deadlines. On the negative side, running sevegicas simultaneously is
costly and can be infeasible in distributed embedded sysf{éin On the other hand,
passive replication [5] minimises resource consumptiomiy activating redundant
replicas in case of failures, as typically providing andlgjmg state updates is less re-
source demanding than requesting execution. As suchypasgilication is appealing
for soft real-time systems that cannot afford the cost ofvaéning active replicas and
tolerate an increased recovery time [3]. Neverthelessait still be possible to tolerate
faults within deadlines, thus improving the system’s tality without using a more
resource consuming fault-tolerance mechanism [34].

However, most of the existing solutions for fault-tolerarare usually designed
and configured at design time, explicitly and staticallynitifying the most critical
components and their number of replicas, lacking the neéldeithility to handle the
runtime dynamics of open distributed real-time embeddetiesys [30]. Distributed
real-time embedded systems often consist of several imdiepely developed compo-
nents, shared across applications and whose criticallyawalye dynamically during
the course of computation. As such, offline decisions on tivaber and allocation
of replicas may be inadequate after the system has beentegéor some time.
Moreover, the available resources are often limited, whigkans that simultaneous
replication of all the components may not be feasible orrdet due to the excessive
overhead.

Consequently, the problem consists in finding a replicaiolheme which min-
imises the probability of failure of the most important campnts without replicating
every software component. This involves the study of meishasito determine which
components should be replicated, the quantity of replioaset made, and where to
deploy such replicas [19]. The benefits of replication in rgp@ynamic, resource-
constrained environments are a complex function of the murobreplicas, the place-
ment of those replicas, the selected replica consistenmp@ol, and the availabil-
ity and performance characteristics of the nodes and n&saammposing the system.
Since replica consistency protocols are relatively wetlenstood [18, 8, 30], we will
not consider them in the remainder of this paper.

Assuming that a mechanism exists for keeping passive eptionsistent, how can
we make use of passive replication for increasing the riitiabf distributed resource-



constrained embedded systems where it may not be possiigiglicate every available
component? Our approach is based on the concept of sigréicarvalue associated
to each component which reflects the effects of its failure@noverall system. In-
tuitively, the more a component € S has other components depending on it, the
more it is significant to the system as a whole. Thus, the Sigmice degreey; of
a component; at a given timet is periodically computed as the aggregation of the
interdependencies of other components on it, determitiegisefulness of its outputs
to all the components which depend on it to perform theirgask

More formally, givenSg = {Gi,...,G,}, the set of connected graphs of interde-
pendencies between components for a given system{Qgn(; ), the out-degree of a
nodec; € G;, the significance of; is given by Equation 1.

w; =Y Og, (ci) 1)
k=1

Once the significance of each component to the system hasdstiemated, the
decision on which components to replicate and the correfgtmumber of passive
replicas must be taken. We propose to compute, through Bguat the number of
replicas that should be generated for a compongnivhich is directly proportional
to the component’s significance degregand to the maximum number of possible
replicasmaz., and inversely proportional to the sum of the significanceelegf all
components in the systeil. mazx., is given by the number of nodes in a heteroge-
neous environment which have the needed type of resourea®toite the component
Ci.

e | Wi xmaze,

= @

Having determined the number of replicas for each compoaesitategy for plac-
ing them in the network is needed. Consider the effects dipareplicas on unre-
liable nodes. The resulting unreliability of those repdiagill usually require replica
consistency protocols to work harder [30], increasing oekwraffic and processing
overheads. Thus, not only will the system’s performanciesbiit its availability may
actually decrease, despite the increased number of comimfis3]. Consequently,
several strategies for replicas’ placement have beentigatsd, independently of the
followed replication approach. In the context of distriéditembedded systems, the
impact of different allocation heuristics has been studig83] and a quantitative sur-
vey on a QoS-aware replica placement can be found in [13]eMlesless, we believe
that a dynamic allocation of replicas based on collectedrmftion about the nodes’
behaviour as the system progresses and evolves will achiegter performance than
would be possible with static allocation approaches.

Two gross measures of the reliability of a node are its MeaneTilo Failure
(MTTF) and its Mean Time To Recovery (MTTR) [19]. We proposeise those mea-
sures to allocate the set of replicas of a componginésed on the expected availability

n

of nodes in the system. The utility < uZ’ < 1 of allocating a passive replioé of a
component; to a noden, is then defined by the probability of its availability during



the system’s execution, given by Equation 3. Utilities maifiggm zero, the value of a
completely unavailable node, to one, the value of a totalgjlable node.

S MTTF, 3)
k™ MTTF, + MMTRy

Having the utility of each possible allocation, the prollipof failure of a given

set of replicas?; = r%, 7%, ..., ri., is determined by Equation 4.
F(R)=(1—ul)* (1 —ub)*...% (1 —ube,) 4)
The system will then allocate the set of replidas = ri,r%,...,r%.. such that

its probability of failureF’(R;) is minimal among all the possible allocation sets. In
order to keep this allocation as up-to-date as possibleesibdve to be monitored as

the system runs. If reliability of a replica set strays algsa predefined tolerance value
a reconfiguration of the set is required.

4 Coordinated activation of passive replicas

One of the advantages of passive replication is that it cdampemented without the
use of complex replica consistency protocols [30, 8]. Simaly the primary replica
processes any requests, it propagates any state chandealigeabackups, trivially
ensuring order through message numbering [8]. In our systeneans that whenever
the primary replica of a componenitupdates its QoS level in response to dynamical
environmental changes [22], such state changes are priplagaall backup replicas
in the system.

Nevertheless, one of the disadvantages of passive raéphdatthe overhead taken
to elect a new primary among the set of backups after a faillitgs is even more
challenging when activating replicas in interdependemipenative coalitions where
the output produced by a component may depend not only onntfeeiat and type
of used resources but also on the quality of the receivedténj@2]. Ideally, when
a primary fails (a failure detector [7] is assumed) a backunictvis able to obtain
the needed resources to output the same QoS level that wag fp@iduced by the
old primary replica is selected as the new primary. Howelee, to the heterogeneity
and dynamically varying workloads of nodes in the systenmoisguaranteed that at
least one of the backups will be able to output such qualitglleSuch feasibility is
determined by the anytime local QoS optimisation algorithnfi23], which aims to
minimise the impact of the activation of a new component andhrrently provided
QoS level of other components at a particular node.

Whenever the required QoS level cannot be assured by the nmarg replica
there is a need to ensure that individual substitutions afraponent will produce a
globally acceptable solution for the entire distributedvaee [14]. While there has
been a great deal of research in several aspects of runtiordination in embedded
real-time systems [10, 15, 9, 4, 11], to the best of our kndgdewe are the first to
address the specific problem of coordinating the activaifqrassive replicas in inter-
depedent distributed environments with real-time coirdsa Here, the terncoordi-



nated activatiorrefers to the ability of a distributed system to invoke adegpactions
on multiple nodes in a coordinated manner so as to achievenenoa goal.

With the increasing size and complexity of open embeddetgsysthe ability to
build self-managed distributed systems using centraiseddination models is reach-
ing its limits [21], as solutions they produce require tooamglobal knowledge. With-
out a central coordination entity, the collective adaptabehaviour must emerge from
local interactions among components. This is typicallyoaeglished through the ex-
change of multiple messages to ensure that all involved coets make the same
decision about whether and how to adapt. One main challengenirolling this ex-
change of information in order to achieve a convergence ttbatly consistent so-
lution without overflowing components with messages. Famtiore, with some de-
centralised coordination models it becomes difficult todjgethe exact behaviour of
the system taken as a whole because of the large number d@bleassn-deterministic
ways in which the system can behave [31].

Whenever real-time decision making is in order, a timelyardo events suggests
that after some finite and bounded time the global adaptgtioness converges to a
consistent solution. We propose to achieve a time-boundeeecgence to a global so-
lution through a regulated decentralised coordinationqua defined by the following
phases:

1. New primary selection. Let Q¢ , be the QoS level that was being outputted by
the primary replica of component that has failed. If no passive replicagfis
able to output the same QoS level, select the one which ig@albletput the QoS
level Q¢ < Q' closertoQ! . A coordination message is sent to affected

i
val val*

partners in the coalition.

2. Local adaptation. Affected partners, executing any interdependent componen
¢j € S, become aware of the new output valigg’s ,, of ¢; and recompute their
local set of SLAs using the anytime QoS optmisation apprazcl23]. We
assume that coalition partners are willing to collaboraterder to achieve a
global coalition’s consistency, even if this might redulee utility of their local
optimisations.

3. Coordinated adaptation. Affected partners by the decrease),,, in the path
to the next cut-vertex. may be able to continue to output their current QoS level
despite the downgraded input by compensating with an iseckeesource usage
while others may not. If the next cut-vertex is unable maintain its current
QoS level then all the precedent componentsvhich are compensating their
downgraded inputs with an increased resource usage cangda:dmtoQial,
since their effort is useless.

Note that, if a component;, despite the change in the current quality of some or
all of its inputs, is able to maintain its current QoS levedrinis no need to further
propagate the required coordination along the dependeraphd@;,y. Thus, acut-
vertexis a key component in our approach.



4.1 Properties of the coordination model

In this section we provide a global view of what is involved fbe general case and
analyse some of the properties of the decentralised caatidinmodel resulting from
replica activation. We start with some auxiliary definitsoend proofs. For the sake of
simplicity, we present the following functions in a deckira notation with the same
operational model as a pattern matching-based functiangliage.

Definition 4.1 Given a connect graplds = (Vs,Es) and given two components
¢i,¢; € Vg, we obtain all the components in the possible paths betwgand c;
as the result of the function:

m_paths(c;,c;) = flatten(m_paths(c;, c;,0))
m_paths(ci,c;, T)= 0, ifc; =¢;
m_paths(ci,c;, T) = {{ci,cr, }
U m_paths(ck,, w;j, T U {ck, }),
{Ci7 Ckn}

U m-paths(ck,,,cj, T U {ck, })},

Yek,, € Vs, such that

(Ci7 Ckm) cé&s andckm ¢ T
m-paths(ci,c;, T)= L

Definition 4.2 Given a setd containing other sets, the functidlatten(A)is defined
as:

flatten(@)= 0
flatten(A) = aU flatten(A\ a),ifa € A

Note that themn pathsfunction is a breadth first approach with cycle checking to
find components in possible paths in graphs. It outputs alcttmponents in the pos-
sible paths between two componegitsindc;, or returnsL if there is no path between
those two components. Nevertheless, for the sake of clafifyresentation, in the
remainder of this chapter, we assume that only well-formegeddency graphs are
considered in the proposed algorithms.

Proposition 4.1 Given a connected graffs = (Vs, £s) and two components, ¢; €
Vs, m_paths(c;, c¢j, ) terminates and returns all the components in the possittlespa
between; andc;, §l in casec; = ¢;, or L in case there is no path betweenc; € Vs.

Definition 4.3 Given a node;, acomponent; , the set of local SLAs = {SLA,,...,SLA,,}
for thep locally executed componenig, ;- as the new imposed QoS level fgrand

I, = {(nj,¢;, Q). (ng, ck, QF,,)} as the set of QoS levels given as input to

¢, then the value ofest_feasibility(n;, w;, Q! , Iw,) is the return value of QoS
optimisation of [23] applied to node;.



Lemma 4.1 (Correctness of the feasibility test)The functiortest_feasibility always
terminates and returns true if the new required set of SLAsUitputting the QoS level
Q. atwork unitw; is feasible or false otherwise.

Proof 4.1 Termination comes from the finite number of tagkseing executed in node
n; and from the finite number of tHe QoS dimensions anglattributes being tested.
The number of QoS attributes being manipulated decreasesevier a task; is con-
figured to be served at its lowest admissible QoS Ieyg[n], thus leading to termina-
tion.

Correctness comes from the heuristic selection of the QB to downgrade
at each iteration of the algorithm.

Thus, after a finite number of steps the algorithm either fendsw set of feasible
SLAs that complies with the coordination request or retdatse if the requested SLA
for the work unitw; cannot be supplied.

Definition 4.4 Given a connected grapd = (V,&), the component; and I =
{(c;, @ 1)s-- - (ck, Q% )} as the current set of QoS inputs for a compongnand

givenT as the set of changed QoS inputs in response to the coomlinagguest, the
functionupdate(I,T) updated with the elements froffi:

0 .

{(Ci7 QZ;al’)} .

U update(I \ (ci, Qrar), 1), if
(ci,Qbar) € Tand(ci, Qi) €T
update(I,T) = {(ci,Q%ar)} ,
Uupdate(I \ (ci, Quar), T), if
(Ci7 Q”ZU(Ll) € I and (Ci’ Q:Lual/) é T

update(d,T)
update(I,T)

Proposition 4.2 Given two setd and 7', both with elements of the forfa;, Q° ),
update(l, Txerminates and returns a new set with the elemenfssoich that whenever
(i QL yrrens) € Tand(c;, Q%.,,) € T the pair stored in the returned set(is;, Q... )-

Definition 4.5 Given a componen, we define the functioget__input_gos(c;) as re-
turning the set of elements;, )’ ,), where each of these elements represents a com-

val

ponent with an output QoS level @f ,, used as an input of the component

Definition 4.6 Given a noden and a component; and QoS level)! ,, we define
the functionset_qos_level(n, ¢;, Qva1) @S setting the QoS level currently being used to

process the compoenentby noden to Q!

val*

Given these, the next section details how the proposed cwiioh model operates
on updates of the currently supplied QoS level after an atitii of a passive replica
of an interdependent components S.



4.2 Coordination of replica activation

Given the connected gragh = (V, &) with a set of cut-vertice€ and an end-user
component,, receiving the final outcome of the coalition’s processing®ivices,
whenever a component € V is replaced by a replicg, which needs to decrease the
quality of the output from its current QoS level @f,; to a lower QoS level)! , due

to limitations of the selected replica, the other nodes andbalition respond to this
request according to Algorithm 1. Note that the@eis the set of cut-vertices between

¢; andc,,.

Algorithm 1 Coordinating Replica Activation
1: temp = 7’};
2: foreachc. € C' U {c,} do
3. if service_stabilization(temp, c., G, Q. ,;) = FALSE then
4 temp = ¢,
5 else
6: Replica activation keeps the previous global outpui;
7
8
9:

return
end if
end for

Definition 4.7 Given the connected graph = (V, &) with a set of cut-vertice€
and the subgraph that connects componegrtb next cut-vertex. € C, the function
service_stabilization(c;, c., G, Q. ;) is defined by:

val

service stabilisation(c;, ¢, G, Q' ;) =
T:= {(Civ Q'/ual)}
for eachn; € m_paths(c;,c.) \ {¢;} do
D := update(get_input_gos(c;),T)
if test_feasibility(n;, cj, Qvar, D) = TRUE then
Tr:=TU {(ij Qval)}
else
set_qos_level(cj, Q! ;)
end if
end for
D := update(get_input_qos(c.),T)
if test_feasibility(ne, cc, Quai, D) = TRUE then
return TRUE
else
for eache; € m_paths(c;,c.) \ {¢;} do
set_gos_level(c;, Q" ;)
end for
return FALSE
end if
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Lemma 4.2 Given the connected gragh= (V, £) such that;; € V and¢; € V and
¢; currently outputs a QoS levél,;, the call toservice_stabilization(c;, ¢;, G, Ql ;)

terminates and returns true if; is able to keep its current output lev@l,,; or false
otherwise.

Proof 4.2 SinceV is a finite set and since, by Proposition 4+, paths terminates
and by Proposition 4.2pdate terminates, the number of iterations is finite due to the
finite number of elements in the paths. Thuspice_stabilization terminates.

For any element in the paths betwegrandc;, it is tested if the component, given
its new set of inputs, can continue to output its current Ga®8IQ,.;. After consid-
ering all components in the paths, thervice_stabilization function returns true, if
component; is able to continue to outpu¥®,;, or sets all the previous components
in the paths to the new QoS lev@,,, and returns false. Again the result follows by
induction on the length of the set of elements in the pathsdsaic; andc;.

O

Theorem 4.1 (Correctness of Coordinating Replica Activatin) Given the connected
graphG = (V, &) representing the QoS inter-dependencies of a ser¥ibeing exe-
cuted by a coalition of components such thate V is the end-user node receivirig

at the QoS leval),.;, whenever a node is replaced by a replica}'C which forces the
decrease of the quality of the output from its current Qo8lle¥Q,,; to a degraded
Qos levely! ,, Algorithm 1 changes the set of SLAs at componenfsdnch thatc,

continues to receivd at its current QoS leved,,,; or sets all nodes to a degraded QoS
level of )’

val*

Proof 4.3 Termination comes from the finite number of elemengsun{ ¢, } and from
Lemma 4.2.

The correctness trivially follows by the correctness of .2 and by induction
on the number of elements@ru {c, }.

4.3 Example

Let’s consider a simple coalition represented by a grapleravkach component is la-
belled with letterC' and the edges with a pair containing the outputted QoS leyvel b
that component. The list of properties of each node and dia[aws:

Component| Output Input
C1 Qs 0
2 Qs {(c1,Q3)}
c3 Qs {(c1,Q3)}
C4 Q3 {(c2,Q3), (c3,Q3)}
Cs Q4 {(cs,Q3)}

11



The component receiving the output here is comporgntNow, suppose that
components becomes offline. This results i sending its output to a selected replica
r3 € R whereRj is the set of available replicas of. Two different scenarios may
occur:

1. r} is able to output the same QoS level and thus the graph staysathe as
before withcs replaced by-3.

2. r} is unable to output the same QoS level and now the coordmafioeplica
activation takes place in order to maintain the QoS levestoniaximum output.

The first cut-vertex found is;. And now, ifc, is able to output the previous QoS
value of@3 even with a degraded input, the replica activation cootthnastops
and the graph becomes:

Component| Output Input
1 Qs 0
c2 Qs {(c1,Q3)}
ry Q2 {(c1,Q3)}
Cq Q3 {(623Q3)a (TI?;’QQ)}
s Q4 {(cs,Qu)}

If on the other hand;, is unable to keep the same output, then all the previous
nodes decrease their output quality since it is unnecess&gep the same QoS
level with ¢4 acting like a bottleneck. The next step is seeing if the next c
vertex, in this cases, is able to maintain the same QoS with the degraded input.
Suppose it can, the graph becomes:

12



Component| Output Input
c1 Q2 0
2 Q2 {(c1,Q2)}
3 Q2 {(c1,Q2)}
4 Q2 {(c2,Q2), (13, Q2)}
Cs Q4 {(cs,Q2)}

5 Evaluation

An application that captures, compresses and transmitseaf video to end users,
which may use a diversity of end devices and have differesta&eQoS preferences,
was used to evaluate the efficiency of the proposed pasgilreatton mechanism, with

a special attention being devoted to introduce a high viitiain the characteristics

of the considered scenarios. The application is composexdst of components to
collect the data, a set of compression components to gatltecampress the data
sent from multiple sources, a set of transmission comparerttansmit the data over
the network, a set of decompression components to converata into the user’s
specified format, and a set of components to display the ddteeiend device [23].

The number of simultaneous nodes in the system randomlgdiari each simula-
tion run, from 10 to 100. For each node, the type and amountaifadle resources,
creating a distributed heterogeneous environment. Nadleslfand recovered accord-
ing to their MMTF and MTTR reliability values, which were @domly assigned when
the nodes were created (it was ensured that each node hadikbgity between 60%
and 99%).

Each node was running a prototype implementation of the €@igS framework
[26], with a fixed set of mappings between requested QoSdarad resource require-
ments. At randomly selected nodes, new service requestsSrto 20 simultaneous
users were randomly generated, dynamically generatifierdiit amounts of load and
resource availability. Based on each user’s service regoealitions of 4 to 20 com-
ponents were formed [23] and a randomly percentage of theemions among those
components was selected as a QoS interdependency.

In order to assess the efficiency of the proposed dynamidécetjgin control as
opposed to an offline static replication in dynamic resowmestrained environments,
we considered the number of coalitions which where abledover from failures and
conclude their cooperative executions as a function of seglueplication ratio. The
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reported results were observed from multiple and indepetgieulation runs, with
initial conditions and parameters, but different seedsttierrandom valuésused to

drive the simulations, obtaining independent and idetyichstributed variables. The
mean values of all generated samples were used to produckdrts.

In the first study, we evaluated the achieved system’s auiliflawith the proposed
dynamic replication control based on components’ signifiesand with a static offline
approach in which the components to replicate and their rumtreplicas is fixed by
the system'’s designer at a coalition’s initialisation phH®]. At each simulation run,
if the primary replica of a component failed during operation, a new primary was
selected among the set of passive backups. If this was neifpp@sall the coalitions
depending orc; were aborted. In this study, replicas were also randombcated
among eligible nodes with the dynamic replication contwlligy.

1
0.8

0.6

& nodes' significance

0.4 A static replication

% successful coalitions

0.2

0
0.0 0.1 02 03 0.4 05 06 0.7 08 09 1.0

replication ratio

Figure 1: Impact of the chosen replication control strategyhe system’s availability

Figure 1 clearly shows that our strategy is more accurateterchine and replicate
the most significant components than a static offline oneigodarly with lower repli-
cation ratios. Thus, when lower replication ratios are isggbdue to resource or cost
limitations, a higher availability can be achieved if théeséon of which components
to replicate and their number of replicas depends on thgiifstance to the system as a
whole. In open and dynamic environments, such significaande determined online
as the aggregation of all the other components that depeadpanticular component
to perform their tasks.

A second study evaluated the impact of the selected replitasement strategy
on the achieved system’s availability for a given replicatiatio. The study compared
the performance of the proposed allocation heuristic basedollected information
about the nodes’ availability as the system evolves withraloan policy in which
the placement of the generated replicas is fixed offline [24]e decision on which
components to replicate and their number of replicas fadlbthe same dynamic and

1The random values were generated by the Mersenne Twistithlg [20].
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static approaches of the first study.

For the dynamic allocation strategy, a tolerance valueHeravailability of each
replica set was randomly generated at each simulation futhisltolerance was sur-
passed, a reassignment of replicas was performed. Figln@&ghat an offline policy
always achieves a poorer performance than a dynamic dtbodhgat takes into account
the nodes’ reliability along time.

1.00
0.80

0.60

& nodes' availability

0.40 A static allocation

% sucessful coalitions

0.20

0.00
0.0 0.1 02 03 04 0.5 06 07 08 09 1.0
replication ratio

Figure 2: Impact of the chosen replica allocation strategthe system’s availability

It is then possible to conclude that the location of replisaa relevant factor for
the system’s availability as a whole. A comparison of Figuteind 2 shows that even
though an improvement in availability can be achieved bydasing the replication
ratio, the impact of replicas’ placement is quite signiftcan

A third study evaluated the efficiency of the proposed cowtdid activation of
interdependent passive replicas in comparison to a typaratralised coordination ap-
proach [29] in which a system-wide controller coordinatsource allocations among
multiple nodes. The average results of all simulation rurgtie different coalition
sizes and percentages of interdependencies among contp@merplotted in Figure
3. As expected, both coordination approaches need moreasnmbe complexity of
the service’s topology increases. Nevertheless, the gexpdecentralised coordina-
tion model is faster to determine the overall coordinatiesutt in all the evaluated
services’ topologies, needing approximately 75% of thestgpent by the centralised
near-optimal model.

6 Conclusions

The availability and performance of open distributed endaeeidsystem is significantly
affected by the choice ofthe replication control strategy placement of the generated
replicas. The proposed heuristics based on the comporsggiicance to the overall
system and on nodes’ reliability history have a low runtimenplexity and achieve a
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Figure 3: Time for a coordinated replica activation

reasonably higher system’s availability than static offldecisions, particularly when
lower replication ratios are imposed due to resource orloogations.
Since QoS interdependencies may exist among componentslisfriouted sys-

tem,

activating passive replicas when a primary comporsefauind to be faulty may

demand coordination. The proposed distributed coordinatiodel enables a faster
convergence to a global service solution than a typicalraéised approach.
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