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Abstract

There is an increasing eagerness to deploy and execute parallel applications on manycore infrastructures, preserving the time-predictability of the execution as required by real-time practices to upper-bound the response time of the embedded application. In this context, this communication describes the application of the currently-available real-time analysis techniques and tools on such platforms and with highly parallel activities, and presents the approach which is being developed within the P-SOCRATES project.
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Abstract. There is an increasing eagerness to deploy and execute parallel applications on many-core infrastructures, preserving the time-predictability of the execution as required by real-time practices to upper-bound the response time of the embedded application. In this context, this communication describes the application of the currently-available real-time analysis techniques and tools on such platforms and with highly parallel activities, and presents the approach which is being developed within the P-SOCRATES project.

Traditionally, High Performance Computing (HPC) has been the realm and primary focus of specialized industries and specific groups within academia as it demands analytics and simulation applications that require large amounts of data to be processed. Similarly, researchers and industry in the embedded computing (EC) domain have focused mainly on specific systems with specialized and fixed set of functionalities for which timing requirements prevailed over performance requirements. Today, both the HPC and EC domains are broadening their initial focus to other application areas due to the ever-increasing availability of more powerful processing platforms, but therefore they need affordable and scalable software solutions [1], [2].

The need for energy-efficiency (in the HPC domain) and flexibility (in the embedded computing domain), that come along with Moore’s law greedy demand for performance and the advancements in the semiconductor technology, have progressively paved the way for the introduction of many-core systems — i.e., multi-core chips containing a high number of cores (tens to hundreds) — in both domains. Today, many-core computing fabrics are being integrated together with general purpose multi-core processors to provide a heterogeneous architectural harness that eases the integration of previously hard-wired accelerators into more flexible software solutions. The HPC computing domain has seen the emergence of accelerated heterogeneous architectures, most notably multi-core processors integrated with General Purpose Graphic Processing Units (GPGPU) [3]. Examples of many-core architectures in the HPC domain include the Intel Xeon Phi [4]. Similarly, the real-time embedded domain has seen the emergence of the Kalray MPPA (Multi-Purpose Processor Array) [5], which includes four quad-core CPUs coupled with a many-core processor. One can also cite the Parallella from Epiphany and the Keystone II from Texas Instrument. In most cases, the many-core fabric acts as a processing accelerator [2].

The introduction of such platforms has set up the basic environment that allowed for the deployment of new types of applications sharing objectives and requirements from both the EC and HPC domains. For such applications, the correctness of the result depends on both performance and real-time requirements, and the failure to meet those is critical to the functioning of the system. Real-time Complex Event Processing (CEP) systems [6] are an example of such applications; they challenge the performance capabilities by crossing the boundaries between the two domains.

It is in that context that the project P-SOCRATES started in October 2013 [7]. P-SOCRATES stands for “Parallel Software Framework for Time-Critical Many-core Systems”. It is an European project which intends to allow current and future applications with high-performance and real-time requirements to fully exploit the huge performance opportunities brought by the most advanced many-core processors, whilst ensuring a predictable performance and maintaining (or even reducing) development costs of applications. The purpose of PSOCRATES is to develop an entirely new design framework, from the conceptual design of the system functionality to its physical implementation, to facilitate the deployment of standardized parallel architectures in all kinds of systems.

The main problem in applying classic real-time techniques to many-core systems is related to the difficulties in deriving reliable and tight upper bounds on the worst-case execution time (WCET) and response time (WCRT) of real-time tasks. Although different timing and schedulability analysis techniques are available in the real-time
literature to derive tight WCET and WCRT bounds in single-core systems, such techniques cannot be easily extended to many-core systems.

Most of the current state-of-the-art techniques for analysis and scheduling assume that the system activities (tasks) are functionally independent and most of their parameters are exactly known at design time. For example, most of the schedulability tests proposed so far assume that the worst-case execution time of an activity is known at design time and invariant. However, when running on a “real” hardware platform, tasks that are co-scheduled on different cores share hardware resources, such as caches, communication buses and main memory, and this introduces implicit functional dependencies among them, as concurrent accesses to the same resource are not allowed, affecting their timing behaviour. This effect magnifies when scaling to a many-core. As a consequence, current analysis and scheduling techniques cannot be applied as-is to many-cores, but they need to be augmented by to include all the sources of contention due to shared resources.

This communication will present how P-SOCRATES is tackling these challenges, both within computation model and software stack as well as the associated analysis to parallelize applications on a many-core architecture while providing guarantees on their response times. Preliminary results towards this direction have already been presented (e.g. [8 - 13]).
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