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Abstract

The hidden-node problem has been shown to be a major source of Quality-of-Service (QoS) degradation in
Wireless Sensor Networks (WSNs) due to factors such as the limited communication range of sensor nodes, link
asymmetry and the characteristics of the physical environment. In wireless contention-based Medium Access
Control protocols, if two nodes that are not visible to each other transmit to a third node that is visible to the
formers, there will be a collision — usually called hidden-node or blind collision. This problem greatly affects
network throughput, energy-efficiency and message transfer delays, which might be particularly dramatic in large-
scale WSNs. This technical report tackles the hidden-node problem in WSNs and proposes H-NAMe, a simple
yet efficient distributed mechanism to overcome it. H-NAMe relies on a grouping strategy that splits each cluster
of a WSN into disjoint groups of non-hidden nodes and then scales to multiple clusters via a cluster grouping
strategy that guarantees no transmission interference between overlapping clusters. We also show that the H-
NAMe mechanism can be easily applied to the IEEE 802.15.4/ZigBee protocols with only minor add-ons and
ensuring backward compatibility with the standard specifications. We demonstrate the feasibility of H-NAMe via
an experimental test-bed, showing that it increases network throughput and transmission success probability up
to twice the values obtained without H-NAMe. We believe that the results in this technical report will be quite
useful in efficiently enabling IEEE 802.15.4/ZigBee as a WSN protocol.
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Abstract

The hidden-node problem has been shown to be arreajoce of Quality-of-Service (QoS) degradationVifireless Sensor
Networks (WSNs) due to factors such as the lintid@dmunication range of sensor nodes, link asymnagttythe characteristics
of the physical environment. In wireless contentiased Medium Access Control protocols, if two sathat are not visible to
each other transmit to a third node that is visitdethe formers, there will be a collision — usyatalled hidden-node or blind
collision. This problem greatly affects network abghput, energy-efficiency and message transfeaydelwhich might be
particularly dramatic in large-scale WSNs. Thisheical report tackles the hidden-node problem inN&&nd proposes H-
NAMe, a simple yet efficient distributed mechartisravercome it. H-NAMe relies on a grouping stratéigat splits each cluster
of a WSN into disjoint groups of non-hidden noded then scales to multiple clusters via a clusteyuging strategy that
guarantees no transmission interference betweenappng clusters. We also show that the H-NAMehmaism can be easily
applied to the IEEE 802.15.4/ZigBee protocols waitty minor add-ons and ensuring backward compatybwith the standard
specifications. We demonstrate the feasibility eNAMe via an experimental test-bed, showing thaihireases network
throughput and transmission success probabilitytaipwice the values obtained without H-NAMe. Weéelel that the results in
this technical report will be quite useful in eiféintly enabling IEEE 802.15.4/ZigBee as a WSN malto

1. Introduction

In the last few years, wireless networking comniasibave been directing increasing efforts in pugtiorwardanywhere
and anytime distributed computing systems. These efforts himeal to the emergence of smart device networking,
including Wireless Sensor Networks (WSNSs), whicpresent enabling infrastructures for large-scaleuitous and
pervasive computing systems. However, a limitation the large-scale deployment of WSNs is the ety poor
performance in terms of throughput due to the dsmotention-based Medium Access Control (MAC) pomts, such as
the CSMA (Carrier Sense Multiple Access) familycBexpectation is intuitively vindicated by the iagp of the hidden-
node problem, which is caused by hidden-node cotis
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Fig. 1: A hidden-node collision

A hidden-node (or “blind”) collision occurs when dwnodes, which are not visible to each other (dwdirited
transmission range, presence of asymmetric linkssgmce of obstacles, etc.), communicate with ancmmly visible node
during a given time interval as illustrated in BEigThis leads to the degradation of the followihget performance
metrics.



1. Throughput which denotes the amount of traffic successftdiyeived by a destination node and that decreas=sod
additional blind collisions.

2. Energy-efficiencyhat decreases since each collision causes agtemsmission.

3. Transfer delaywhich represents the time duration from the gati@n of a message until its correct receptionHsy t
destination node, and that becomes larger dueetmtlitiple retransmissions of a collided message.

Fig. 2 presents an example obtained with our OPNESimulation model [2] for the IEEE 802.15.4 pwobl [3], just
to highlight the negative impact of the hidden-nqideblem. We considered a star network spanning equare surface
(100x100 M) with 100 nodes, where traffic generation followadPoisson distribution. The throughput is shown fo
different transmission ranges of the nodes. We theytransmission range of the nodes by settinfpréifit receiver
sensitivity levels. The degradation of the throughperformance due to hidden-node collisions isrtyenoticeable in
Error! Reference source not found2. This is due to the increase of the hidden-nadiésion probability when decreasing

the transmission range.
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Fig. 2: Hidden-node impact on network throughput

In the literature, several mechanisms (which weflyridiscuss in Section 2) have been proposeddolve or mitigate
the impact of the hidden-node problem in wirelessvworks. However, to our best knowledge, no effectiolution to this
problem in WSNs was proposed so far.

This technical report proposes an efficient solutio the hidden-node problem in synchronized chdsésed WSNSs.
Our approach is called H-NAMe and is based on agjrg strategy that splits each cluster of a WS disjoint groups
of non-hidden nodes. It then scales to multiplestglts via a cluster grouping strategy that guaesnte transmission
interference between overlapping clusters.

The recently standardized IEEE 802.15.4/ZigBee quait stack, which is considered as a promising ickte for
WSNs (e.g. [4]), supports no hidden-node avoidaneehanism. This leads to a significant QoS degraats already
seen in Fig. 2. The resolution of this problemfiparamount importance for improving reliabilitiiroughput and energy-
efficiency. In this line, we show the integratiof the H-NAMe mechanism in the IEEE 802.15.4/ZigBa®tocols,
requiring only minor add-ons and ensuring backwaothpatibility with their standard specifications.eWdeveloped an
experimental test-bed and carried out a significaminber of experiments showing that H-NAMe increasetwork
throughput and transmission success probabilityou®0%, against the native IEEE 802.15.4 protocol.

We believe that the integration of the H-NAMe matbkan in IEEE 802.15.4/ZigBee may be relevant ireteging the
use of these protocols in WSNs and in enrichingriutersions of their specifications.

Contributions of this technical report. The main contributions of this technical repos tirree-folded:
«  First, we propose H-NAMe, a simple and efficientctmenism for solving the hidden-node problem in &yonized
multiple cluster WSNs (Section 3).
e Second, we show how to incorporate H-NAMe in thEEEB02.15.4/ZigBee protocols (Section 4).
e Third, we demonstrate the feasibility of the H-NANM&chanism through an experimental test-bed ana $tso
practical benefit (Section 5).



2. Related Work

The hidden-node problem has been shown to be @useproblem that degrades the performance of vesabetworks. In
[5, 6], the authors have derived a mathematicalyaisabased on queuing theory and have quantifiedirpact of the
hidden-node problem on the performance of smalestaear wireless networks. On the other hand, tnadsesearch
works have focused on finding solutions for elinting or reducing the impact of the hidden-node feobin wireless
networks. Hidden-node avoidance mechanisms caaughly categorized as follows.

. The busy tone mechanism
In this approach, a node that is currently heaaimg@ngoing transmission sends a busy tone on améand channel to its
neighbors for preventing them from transmitting idgr channel use. This mechanism was early introdiuce[7],
providing a solution, called tHBusy Tone Multiple Acce$BTMA), for a star network with a base station. éxtension of
this mechanism for a distributed peer-to-peer ngiwas been proposed in [8] known as Receiveratdt Busy Tone
Multiple Access (RI-BTMA) and in [9] as Dual Busyfie Multiple Access (DBTMA).

The limitation of this mechanism is the need obpasate channel, leading to additional hardware aod complexity,
thus reducing the cost-effectiveness of WSNs.

. RTS/CTS mechanism

The idea of making a channel reservation aroundstreder and the receiver through a control-sigraldbhake
mechanism was first proposed in [12] — SRM3pljit-channel Reservation Multiple AccgsBhe Request-To-Send/Clear-
To-Send (RTS/CTS) approach builds on this concegtwas first introduced in the MACA protocol [13]he channel
reservation is initiated by the sender, which seatsRTS frame and waits for a CTS frame from th&tidation, before
starting the effective transmission. Several refieats were proposed, including MACAW [14], the IEB&.11 (DCF)
[15] and FAMA [16]. Recently, the Double Sense Nl Access (DSMA) mechanism was proposed in [foihing the
busy tone approach with the RTS/CTS mechanismgusino time-slotted channels.

This method is particularly unsuitable for WSNsstated in [18], mainly due to the following reaso(i) data frames
in WSNs are typically as small as RTS/CTS frameading to the same collision probability; (ii) tR#S/CTS exchanges
are power consuming for both the sender and theivec and (iii) the use of RTS/CTS is only limiteéd unicast
transmissions and does not extend to broadcastaddition, it may lead to extra throughput degremeidue to the
exposed-nodproblem [13].

. Carrier Sense Tuning

The idea consists in tuning the receiver sensytithiteshold of the transceiver, which represengsmiinimum energ
level that indicates channel activity, to have ateeded radio coverage. Higher receiver sensigizittnable a node to
detect the transmissions of nodes farther away Ibading it to defer its transmission to avoid rtaygping. Many works
analyzed the impact of carrier sensing on the sygerformance. This technique was analyzed in {a$tudy the effects
of carrier sensing range on the performance ofifieE 802.11 MAC protocol. A similar study was contkd in [20],
where the authors derived expressions of the nuideidden nodes that may affect a given sendertlamdorresponding
probability of collision. More recently, in [21] ¢hauthors carry out a thorough study to find arinagit carrier sensing
threshold, given multiple network topologies.

The limitation of carrier sense tuning is that ssames homogenous radio channels, whereas inyrdatiden-node
situations can arise from obstacles and asymmiatkis. In addition, it is not possible to indefiely increase the carrier
sense range due to physical limitations.

. Node Grouping

Node grouping consists in grouping nodes accorttntheir hidden-node relationship, such that eactug contains
nodes that are “visible” (bidirectional connectyito each other. Then, these groups are schedaledmmunicate in
non-overlapping time periods to avoid hidden-nod#isions. Such a grouping strategy is particulasiytable for star-
based topologies with one base station. In thatction, a grouping strategy was recently introduicef2] to solve the
hidden-node problem in IEEE 802.15.4/ZigBee stawaneks (formed by the ZigBee Coordinator — ZC — amsleral nodes
in its coverage). In [22], the grouping strategguases that the ZC can distinguish a hidden-nodesicol from a normal
collision based on the time when the collision esctrhus, when the ZC detects a hidden-node amtfljsit starts the
hidden-node information collection process, bygeigng a polling mechanism. At the end of the pgjlprocess, all nodes
report their hidden-node information to the ZC, ethiexecutes a group assignment algorithm basetieohitdden-node
relationship reported by the nodes. The algoritts®duin shown to have a complexity@fN2). After assigning each node
to a group, the ZC allocates to each group a cettaie duration inside the superframe, in whichteld CSMA/CA is
used as MAC protocol. The grouping process is tepeated each time the ZC detects a hidden-notisiao!



In this technical report, we propose a really éfit, practical and scalable approach to the chskuster-based WSNs.
We also show how to integrate our approach in IBBE.15.4/ZigBee protocols with only minor add-omsl dackward
compatibility.

Our work differs from [22] in many aspects, overdéogiimportant limitations. First, H-NAMe requires hidden-node
detection since it relies on@oactiveapproach rather thanreactiveapproach to the hidden-node problem. Hence, our
grouping strategy is node-initiated. Second, weicedthe complexity of the group join process. Thauging process in
[22] is based on polling all the nodes in the cager of ZC each time a hidden-node collision ocewith a group
assignment complexity o®(N2) in each grouping process, wheXeis the number of nodes. This results in network
inaccessibility time and energy consumption dutimg polling process. In our approach, for each grassignment, only
the requesting node and its neighbors will be sihbje thegroup join procedure and not all the nodes of the cluster,
resulting in a simpler and more energy-efficienO(N)) mechanism. Third, we show how to scale our meisna to
multiple cluster networks. Finally, we demonstrtte feasibility of our proposal through a real 4estl, whereas the [22]
relies on simulation. This is quite relevant, bessawe believe an eventual implementation of [22]uldonot be
straightforward, since it requires a mechanismdietecting and interpreting collisions, implying anpnegligible change
to the IEEE 802.15.4 Physical Layer.

3. The H-NAMe mechanism
3.1. System model

We consider a multiple cluster wireless network aredassume that in each cluster there is at leastnode with bi-
directional radio connectivity with all the othduster nodes (Fig. 3). We denote this node as &luddead (CH). At least
the CH must support routing capabilities, for guéeaing total interconnectivity between clusteresd

<= Bi-directional Link @ Cluster-Head O Node

Fig. 3 : Network model

Nodes are assumed to contend for medium accessgdaurContention Access Period (CAP), using a caditiesbased
MAC (e.g. CSMA family). A synchronization serviceust exist to assure synchronization services toetivork nodes,
either in a centralized (e.g. GPS, RF pulse) otridisted fashion (e.g. IEEE 802.11 TSF, ZigBee). &l& assume that
there is interconnectivity between all network tdus (e.g. mesh or tree-like topology). Note thH#tcugh our current aim
is to use the H-NAMe mechanism in the IEEE 802./AgBee protocols, the system model is generic ghdo enable
the application of H-NAMe to other wireless comnuation protocols (e.g. IEEE 802.11).

In what follows, we start by proposing the H-NAMetra-cluster node grouping strategy (Section 3r) then, in
Section 3.3, a strategy to ensure the scalabditytltiple cluster networks.

3.2. Intra-cluster grouping

Initially, all nodes in each cluster share the s&@A, thus are prone to hidden-node collisions. FIKEAMe mechanism
subdivides each cluster into node groups (wher@adles have bi-directional connectivity) and assigndifferent time
window to each group during the CAP. The set oftinindows assigned to node groups transmissiotafised as Group
Access Period (GAP), and must be smaller or equahé¢ CAP. In this way, nodes belonging to grougs transmit
without the risk of hidden-node collisions.



For the intra-cluster grouping mechanism, we digidssuming that there is no interference with@jaclusters, since
that might also instigate hidden-node collisions.
The H-NAMe intra-cluster grouping strategy compsi$eur steps, presented hereafter and illustrateédg. 4.

STEP 3: Neighborhood Report STEP 4: Group Assignment Message

—— Communication Flow «-- Bi-directional Link
Fig. 4: Intra-cluster grouping mechanism

A message sequence diagram is presented in Fig. 5.

Requesting Neighbor
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ACK Frame
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BTE”{ (Neighbor.report, @CH),

(sroup-join.confirm, @Ni)

A | A

STEP 4 ACK Frame >

atroupNotification Timer

Fig. 5: Intra-cluster grouping message sequence chart

Step 1 - Group Join Request

Let us consider a nodg that wants to avoid hidden-node collisions. Nd{esends aroup-join.requesmessage to its
cluster-head CH, using a specific broadcast addwefesred to agroup management addreg€dgy in the destination
address field. @y is defined as amtra-cluster broadcast addresghich must be acknowledged by the cluster-head (i
contrast to the typical broadcast address). Oblyptise acknowledgment message (ACK) will be reediby all cluster
nodes, since the cluster-head is assumed to haliesbtional links with all of them.

Such an acknowledged broadcast transmission enthaiethe broadcasted message is correctly recdiyeall the
neighbors of the broadcasting node (recalling wietassume no inter-cluster interference). In fécny collision occurs
inside the cluster during the transmission of theatcast message, then the cluster-head CH wihiogr be affected by
this collision since it is in direct visibility wlit all nodes in its cluster. If no collision occutisen the broadcast message
will be correctly received by all nodes and ackrexiged by the cluster-head.

Hence, since th&roup-join.requestnessage is sent using the group management ad@egs<H sends back an ACK
frame toN; notifying it of the correct reception of the gropgin request.



On the other side, all cluster nodes in the trassion range oN; (thus received th&roup-join.requestmessage) and
that already belong to a group, check if they hidvalready registered as a neighbor node in tNeighbor Table We
assume that the Neighbor Table is created and egdat each node during network set-up and run-timeses. The
Neighbor Table stores the addresses of neighboeshadd the link symmetry information, which spesfif the link with
a corresponding neighbor is bi-directional or iba node hears th&roup-join.requesimessage and does not belong to
any group (it is transmitting in the CAP, thus imothe GAP), then it simply ignores the messagett@nother hand, if a
nodeN, is already in a group and hears the join mesghga,it records the information abadwtin its Neighbor Table, if it
is not registered yet, and will update the link syetry with directiorNi—N,.

Step Status At the end of this step, each node in the trassion range o; knows that nod&\; is asking for joining a
group and registers the neighborhood informatioN;of his only ensures a link direction frafto this set of nodes. The
link symmetry verification is the purpose of thexnstep.

Step 2 - Neighbor Notification

After receiving the ACK frame of it&roup-join.requesmessage, nod¥, triggers theaGroupRequestTimeimer, during
which it waits for neighbor notification messagesni its neighbors that heard its request to jograup and that already
belong to a group. Choosing the optimal durationhis timer is out of the scope of this techniagbart, but it must be
large enough to permit all neighbors to send theiification.

During that time period, all nodes that have heeljoin request and that already belong to a groupt initiate a
Neighbor.notifymessage to inform nods¢ that they have heard its request. One optionasamodeN,; directly sends the
Neighbor.notifymessage to nods, with an acknowledgement request. The drawback isfdahliernative is that nods,
cannot know when itBleighbor.notifymessage fails to rea®h (i.e. ACK frame not received), whether the lost sag is
due a collision or to the non-visibility ®f. No clear decision can be taken in that case.tfebalternative is that nod¢
sends theNeighbor.notify message using the group management address i@ the destination address field. As
previously mentioned, the correct reception of Keeghbor.notifymessage by the cluster-head CH followed by an ACK
frame means that this message is not corruptedpyallision and is correctly received by all nodeghe transmission
range ofN,. Particularly, nodeN; will correctly receive the neighbor notificationessage if it is reachable from nolg
otherwise, the link betweel andN; is unidirectional (directioN—N;). If N; receives th&eighbor.notifymessage from
N;, then it updates its Neighbor Table by adding asew entry the information ofj with Link Symmetryset to bi-
directional N;~N), if this information has not been recorded yetNIhas already been registered as a neighbor mgde,
must be sure to set tlhénk Symmetrproperty to bi-directional. This procedure is exed by all nodes responding to the
Group-join.requestnessage during the timer peria@roupRequestTimer

Step Status At the end of this step, the requesting nbdeill have the information on all bi-directionaligbbors that
have already been assigned to groups. Siaoes not know the number of nodes in each grdugnnot decide alone
which group it will join. The group assignment li@tpurpose of the next steps.

Step 3 — Neighbor Information Report
The cluster-head CH is assumed to be the centidé tleat manages all the groups in its cluster. TRl has a full
knowledge of the groups and their organization. that reason, after the expiration of #&roupRequestTimeimer,
nodeN; sends théeighbor.reportmessage, which contains the list of its neighlmes (that have been collected during
the previous step), to its cluster-head CH (usirg@H address @ as a destination address). The CH must send lmack a
ACK frame to confirm the reception. Then, nodewaits for a notification fromCH that decides whethey; will be
assigned to a group or not. CH must send the gassfgnment notification before the expiration dinae period equal to
aGroupNotificationTimerlf the timer expires, nods; concludes that its group join request has failedi may retry to join
a group later.

Step Status At the end of this stef\; will be waiting for the group assignment confirioatmessage from CH, which
tries to assigm, to a group based on its neighbor information repad the organization of the groups in its clusiére
group assignment procedure and notification isgaresd in the next step.

Step 4 - Group Assignment Procedure
The cluster-head CH maintains the list of existgrgups. After receiving from nodl; the Neighbor.reportmessage
containing the list of its bi-directional neighbpf@H starts the group assignment procedure to fiatgnassignN; to a
given group, according to its neighborhood list andilable resources. In each cluster, the numberanps must be kept
as low as possible in order to reduce the numbstaté information that needs to be managed b the

In each cluster, the number of groups must be ksplow as possible. The authors in [20] showed, thih the
assumption of a circular radio range and a bi-dioeal link between any two nodes that are vistilleeach other in the
cluster, the maximum number of groups does notexkdiwe. However, it can be easily seen in Fighét the maximum
number of groups with such a condition does notedcsix. This is simply because the area of theular range of the



cluster head can be decomposed into six equalreglefined by isosceles triangles. The maximunadis between two
points into the same region is always lower thaaqual to the radius of the circle.

Fig. 6. Maximum number of group in a cluster assuming bi-directional links and circular radio range

Note that without the assumption of a bi-directioiek between each couple of nodes inside a ctusie maximum
number of groups cannot be controlled in case gmasetric links due to the presence of obstacledifferent
transmission ranges of different nodes in the eludn this technical report, we consider the casasymmetric links
since it is more realistic. We impose that the nemiif groups inside each cluster must not exaddxGroupNumber
which should be equal to six by default. This pagtencan be set differently by the cluster h€atl

The group assignment algorithm is presented inFig.

Group Assignment Algorithm
int aMaxGroupNumberj/ maximum number of groups
in a cluster

1
2
3 Type Group;

4  Group G; /1 list of all groups El1]..GlaMaxGroupNumbér

5 |GJi]| = number of elements in group GJi]

6  Type Neighbor_List; //{Np..Ng)= Neighbor List of

7 the requesting Node N

8 int Count[|G[i]]] ={0, O, .., 0}; // Number of nodes in Neighbor

9 List that belongs to the group GJi]

10 int grp_nbr; // the current number of groups managedly

11 // group_index function returns the group index of the node NL][i]
12 function int group_index{eighbor_List NL, int i)

13 /lthe group assignment function.

14 int group_assignNeighbor_List NL, Group G,int grp_nbrX

15 int res =0;

16 int index = 0;

17 while ((res = = 0) and (index < |NLE)

18 if (++Counfgroup_index (NL, inde})= =

19 |G[group_index (NL, index++])
20 res = group_index (NL, --indekypak;

21 }

22 if (res ==0){ //that means that no group is found
23 if (grp_nbr = = aMaxGroupNumbem®turn (res)
24 elsereturn (++grp_nbr);

25 }

26  elsereturn (res);

27 }

Fig. 7. Group assignment algorithm

Upon reception of thdleighbor.reportmessage, the cluster-head CH checks the neigtsbaf ithe requesting nods.
If there is a group whose (all) nodes are neighleénsodeN;, thenN; will be associated to that group. The cluster-head
runs the following algorithm (as in Fig. 7). Forchaneighbor nodé\; in the list, the cluster-head CH increme@isunt
[group_index(N;)], which denotes the number of neighbor nodedliahat belong to the group of the currently selected
neighborN;. Note that group_index(Nj) denotes the index of the group of nddelf this number is equal to the actual



number of nodes of the latter group, it results #ilenodes in this group are neighbors of ndderhus,N; can be assigned
to this group since it is visible to all its nodes.

If the list of neighbors is run through withoutiséting such a condition, the cluster-head CH wittate a new group
for N; if the number of groups is lower thaMaxGroupNumberotherwise, th&roup-join.requesimessage of; will be
considered as failed. So it must transmit durirgg@AP (not in the GAP), and may retry a new graaip jequest later.

At the end of the group assignment process, CHssar@@roup-join.notifymessage to nods, to notify it about the
result of its group join request.

If the requesting node is assigned a group, thedillibe allowed to contend for medium access dyitime time period
reserved for the group, which is call&loup Access PeriolGAP). This information on the time period allocatedthe
group is retrieved in the subsequent frames seftthy

Importantly, the complexity of the algorithm (Fig) for assigning a group to a node depends on thebear of
neighbors of this node. In any case, it is smatem O(N), whereN is the number of nodes in the cluster, thus has
significantly lower complexity than th@©(N2) complexity of the algorithm for group assignmearbposed in [22].
Moreover, in that proposal each new node that entes network is unaware of the existing groups wailbcause a
hidden-node collision, after which the groups aeanstructed. In our mechanism, a node is notvelibto transmit
during the time period allocated to groups (onlingeable to communicate during the CAP) until iassigned to a given
group.

Group load-balancing: Note that the algorithm presented in Fig. 7 stapen a first group of non-hidden nodes is
found for the requesting node. However, a requgstode can be in the range of two different groupsall nodes in two
separate groups are visible to the requesting nodihis case, one possible criterion is to insleet requesting node into
the group with the smallest humber of nodes, fointaiing load-balancing between the different grawuFor that
purpose, the algorithm should go through all tremeints of the neighbor list and determine thedligiroups that satisfy
the condition in lines 18 and 19 of the algorithiaig( 7). In this case, if more than one group §asthis condition;
will be inserted in the group with the smallest tnemof nodes.

Bandwidth allocation: The time-duration of each group in the GAP cartureed by the cluster-head to improve the
mechanism efficiency. This can be done accordindifferent strategies, namely: (i) evenly for dietnode groups; (ii)
proportionally to the number of nodes in each graiip proportionally to each group’s traffic regjaments. How to
perform this assignment is not tackled in this tecal report.

3.3. Scaling H-NAMe to multiple-cluster networks

Solving the hidden-node problem in multiple-clustetworks involves greater complexity due to intkrster interference.
The assumption that there is no interference frtmeroclusters made before is no longer valid. Heagen if non-hidden
node groups are formed inside all clusters, thereiguarantee that hidden-node collisions will gaatur, since groups in
one cluster are unaware of groups in adjacentesist

Obviously, the best strategy for completely avaidthe inter-cluster hidden-node problem is to resem exclusive
time window for each cluster. However, this strgteggdefinitely not adequate for large-scale semsxiworks, where the
number of clusters/groups is significantly high.

Our approach consists in defining another leve@iuping by creating distinct groups of cluster$ijoge nodes are
allowed to communicate during the same time windokerefore, each cluster group will be assignedrtign of time,
during which each cluster in the cluster group wikhnage its own Group Access Period (GAP), accgrtbnthe intra-
cluster mechanism presented in Section 3.2.

The cluster grouping concept is illustrated in F3g.As shown, clusters A and B have overlappingoraverage,
which can lead to inter-cluster interference angstto hidden-node collisions. For this reason, thwélybe assigned to
different cluster groups that are active in diffaréme windows. The same applies for cluster p@sD), (A, C) and (B,
D). Therefore, our cluster grouping mechanism fotwis cluster groups: Group 1, which comprises @tssA and D, and
Group 2 containing clusters B and C.

The challenge is on finding the optimal clusterugrimg strategy that ensures the minimum numbeiusiter groups.
We define a cluster group as a set of clusters e/hosles are allowed to transmit at the same tirtieowi interference.

Cluster grouping and time window scheduling strigtegvere proposed and effectively implemented aalitiated in
[23], for engineering ZigBee cluster-tree WSNs. Arm detailed description of the cluster groupingchamism can be
found in Section 4.3. We propose a grouping coterand a graph coloring algorithm for an efficischeduling of the
cluster groups activity.



4. H-NAMe in IEEE 802.15.4/ZigBee

In this section, we explain how to instantiate hdlAMe mechanism to the IEEE 802.15.4 protocol, ebmaddressing
beacon-enabled cluster-tree networks. This topolegcalable and enables energy-efficient (dynaliyiealaptable duty-
cycles per cluster) and real-time communicatior®.[Eh addition, the cluster-tree topology fitsarthe H-NAMe network
model.

4.1 IEEE 8021.5.4/ZigBee overview

The joint efforts of the IEEE 802.15.4 task gro@g][and the ZigBee Alliance [25] have ended up wlith specification of
a standard protocol stack for Low-Rate Wireless&®al Area Networks (LR-WPANS), enabling low-cost dow-power
wireless communications.

The IEEE 802.15.4 MAC protocol supports two openadi modes that may be selected by the ZigBee Quaimdt
(ZC), which is the master node that identifies amhages the whole WPAN: (i) the non beacon-enatlede, in which
the MAC is simply ruled by non-slotted CSMA/CA; afij the beacon-enabled mode, in which beacongarmdically
sent by the ZC for synchronization and network ngan@ent purposes.

In the beacon-enabled mode, the ZC defines a sapzfstructure (Fig. 8), which is constructed basedhe Beacon
Interval @Bl), which defines the time between two consecutie@&cbn frames, and on the Superframe Dura&), (which
defines the active portion in th&, and is divided into 16 equally-sized time slatsring which frame transmissions are
allowed. Optionally, an inactive period is definé®l > SD. During the inactive period (if it exists), all d@s may enter in
a sleep mode (to save enerdy).andSD are determined by two parameters, the Beacon (Bigyand the Superframe
Order 80, respectively, as follows:

Bl =aBaseSupen‘rameDuraIidT2Bo
for 0<SO< BO<14 (1)

SD= aBaseSuperframeDuraIiSO
where aBaseSuperframeDuration = 15.36 ms (assuBfiigkbps in the 2.4 GHz frequency band) denotesrtimemum
superframe duration , correspondingS©= 0.

During theSD, nodes compete for medium access using slottedAZSM in the Contention Access Period (CAP). A
node computes its backoff delay based on a randambar of backoff periods, and performs two cleaanctel
assessments (CCAs) before accessing the mediumlEEte 802.15.4 protocol also offers the possibitifydefining a
Contention-Free PeriodCFP) within the superframe (Fig. 8). The CFPnbebptional, is activated upon request from a
node to the PAN coordinator for allocating guaradtéme slots (GTS) depending on the node's reqpangs.
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Fig. 8. Superframe structure

It can be easily observed in Fig. 8 that low dutgles can be configured by setting small valuethefsuperframe order
(SO as compared to beacon ordBOj, resulting in longer sleep (inactive) periods.

ZigBee defines network and application layer sewion top of the IEEE 802.15.4 protocol. The cluste topology,
in which all nodes are organized in a parent-chigthtionship, requires the beacon-enabled mode.indple and
deterministic tree routing mechanism is used.

A ZigBee network is composed of three device tyig@she ZigBee Coordinator (ZC), which identifiee network and
provides synchronization services through the trassion of beacon frames containing the identifazabf the PAN and
other relevant information; (iii) the ZigBee Rouf{&R), which has the same functionalities as thewdth the exception
that it does not create its own PAN - a ZR musassociated to the ZC or to another ZR, providirggleynchronization
to its cluster (child) nodes via beacon frame tnaissions; and (iii) the ZigBee End-Device (ZED),iethdoes not have
any coordination functionalities and is associdtethe ZC or to a ZR.



4.2. Integrating H-NAMe in IEEE 802.15.4

Basically, the idea is that each node group (resufrom the H-NAMe mechanism) will be allocatedime window in
each superframe duration. The idea is to use fahtecCAP for the Group Access Period (GAP), assillated in Fig. 9.
Note that a minimum duration of 440 symbols musgbaranteed for the CAP in each superframe [3].

Inactive
Period

Fig. 9. CAP, GAP and CFP in the Superframe

In our intra-cluster grouping strategy, a node treg been assigned a group will track the bea@mndifor information
related to the time window allocated to its groapd will contend for medium access during thatquemvith the other
nodes of the same group. We proposeGhé> Specificatiorfield in Fig. 10 to be embedded in the beacon &dsuch a
specification is missing in [22]).

bits 0-2 36 7-8 9-12 13-14 15

Group Start Backoff Group End Backoff
Start Slot Period Offset End Slot Period Offset

Reserved

Group ID

Length 3 4 2 4 2 5 =16 bits
Fig. 10. GAP specification field of a beacon frame

The GAP is specified by th@roup ID field that identifies the node group. Up to 8 grsiper cluster can be defined.
The time window in the superframe is specified Ignen number of Backoff Periods (BP). A practipedblem is that the
number of a backoff period in a superframe may bieglarge for high superframe orders (up to 16etishots * 2°
BP/time slot), which requires a huge amount of bitthe field to express the starting BP and thalfBP for each group.
The objective is to maintain as low overhead asiptes for the specification of a given group. Hoattpurpose, a group is
characterized by itstart time slotandend time slo{between 0 and 15) and the correspondiagkoff period offsetsThe
start and end offsets for the time duration of@ugris computed as follows:

Relative Offset (Start/End) Backoff Period Offset *2

The choice of 8ackoff Period Offsetub-field encoded in two bits is argued by the fhat the minimum number of
backoff periods in a time slot is equal to 3 f80(= 0). Hence, fo6O> 0, each time slot will be divided into threetsao
which the start/end instant of a given group acpes®d should be synchronized.

This GAP implementation approach only requires twtes of overhead per group. The maximum numberadips
depends on th&O0O values, since lower superframe orders cannot stippany overhead in the beacon frame due their
short superframe durationslso, it allows a flexible and dynamic allocation of theoups, since all nodes continuously
update their information about their group stantl @md times when receiving a beacon frame, at dugnhing of each
superframe.

4.3 H-NAMe inter-cluster grouping under IEEE 802.154/Zighee

Like already explained in Section 3.3, our approachsists in defining another level of groupinggtier grouping
level) by creating distinct groups of clusters, whmodes are allowed to communicate in the same wimdow of the
superframe while minimizing the probability of hieftnode collisions between the nodes within eadumof clusters
(Fig. 2). During each Cluster Group time windowe tiroup will manage its own Group Access Period PAccording
to the intra-cluster mechanism presented in Se@&ian

The challenge lies in finding the optimal clusteouping strategy that ensures the minimum numb&laster Groups.
In the next section we show how to derive the elugtouping criterion.

4.3.1. Cluster grouping criterion

Let us assume that the maximum transmission ramg@y direction of a node is equalRoln this case, observe in Fig.
11, that clusters are non-interfering if the ZRe aeparated by a distance higher or equalRoThis is a sufficient
condition to ensure that clusters are far enoughvtmid inter-cluster collisions during their GAPrigels. If in addition
antennas are assumed to be isotropic with a maxitnamsmission range equal B the condition becomes a necessary
(and sufficient) condition.



Region for different
Group of Cluster than for ZR1

Fig. 11. Minimum distance for ensuring non-interfering clusters

Hence, one criterion for the cluster grouping siggtcould be to gather clusters, whose Zigbee Rouate separated by a
distance equal or higher t&R4However, in highly dense networks where Zighe@tBis are very close to each other this
condition may lead to a large number of clusteugsy since there will be many Zigbee Routers innéar proximity of
each other (distance lower thaR)4In an extreme case where all Zighee Routersoaaged in a disk of a radius equal to
4R, each cluster form a cluster group according ¢ostifficient condition, which might be not scalable

To achieve a trade-off between scalability and a®oidance of inter-cluster hidden-node collisiotithwhigher
probability), the minimum distance between two tdus that may belong to the same cluster gronipClusterDistance
must be an adjustable parameter that depends omg&x@mum number of cluster groups allowed in théwoek
(maxClusterGroupNBr

Assuming that the Zigbee Routers are homogenedistigbuted in the WPAN with a density of ZRs/mz2, the number of
Zigbee Routers located in distarg:g lower or equal to to another Zigbee Router is egped as follows:

Number of ZR¢ gk, NF 770 $R0 1 @)

As a result, Eq. (4) can be easily applied to deitee the minimum distance between two clustershin game group
minClusterDistancdor which the number of cluster groups will notegdmaxClusterGroupNbr

In practice, the density can be computed as folldvesording to [3], each ZR has a maximunmefkMaxRoutechildren
associated as Zigbee Routers to it. Assuming tietet ZRs are homogenously distributed in the réhgEtheir parent, it

is equivalent to say that in a surface of radtbere arerfwkMaxRouter2) ZRs (including the ZR and its parent. Then,
the density can be expressed as:

m= nwkMaxRoute#2

7TIR? &)

Consequently, we can say that each Zigbee Routercircle whoseliameter is equal taninClusterDistancenust belong
to a different cluster group than any other ZigBeaiter in the same area of the circle. As a rethdtminimum distance
between clusters in the same group can be compsted

maxClusterGroupNbt
nwkMaxRouter+2

minClusterDistance= 4 FE{/ 4

Fig. 12 shows the relation between the maximum remab groups and the minimum distance between elsdbor a
transmission range equal to 40 m with a densi# 8Rs per7@0> m? (m= 7.962 1¢ ZRs/m?).
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Fig. 12. Relation between maximum number of groups and minimum distance between clusters

Hence, the PAN Coordinator first determines theimim cluster distance between two Zigbee Routerthénsame
cluster group, and then must perform a clustergjraualgorithm to assign clusters to different tdugroups.

4.3.2. Hidden-Node Factor

In this paragraph, we define thitddden-Node FactofHNF) which will be considered as a performanceriméo evaluate
the grouping strategy.

Note that if the distance &g between 2 Zigbee Routers inside the same clustamgis lower than R, it results an
intersection area, in which hidden-node collisioresy still occur (Fig. 13).

Hidden-Node Area

Fig. 13. Hidden-Node Area
Assuming that two Zigbee Routers that belong tosdume cluster group are separated by at leastandés of &g such

that 2[R < 201, < 4R (non interfering), the maximum hidden-node areactvtdenotes the intersection of two circles
centered at two points N1, N2 separated by a disté®l;x2R) is expressed as follows:

R
Aun :4[.( VR? - x2 dx (5)
dyr-R
Eqg. (7) can be re-written as:

Ann = TR?-2[R? Eﬂ;in"l[dZRT_Rj

(6)
2
_z[quR_R) RZ_(dZR_ a
We define thédidden-Node Avoidance Fact@iINF) metric as:
A
HNF = —HY ©)

TR

HNF defines the normalized hidden-node area wisipeet to the maximum visibility area of a given eodlhe maximum
value 1 is reached whefhy is equal taR, which means that nodes N1 and N2 become supetpligbe distance between
two ZRs in the same cluster group2si,, < 2[R (ZRs are interefering), the hidden-node areabélhigher than the area



of one circle, leading to a HNF higher than oneclSualues higher than one are definitely not slgtdbr reducing
hidden-node collisions. Therefore, we impose thatdistance between two Zigbee Routers belongingeg®same cluster
group is higher than-2R. We must ensure that HNF remains lower to oneafor two clusters inside the same cluster
groups. The reason is that the increased compladiyced by the grouping strategy should be jiesditoy a good level of
QoS in terms of reducing the HNQ metric. Otherwibe, improvement made by the grouping strategylvélhot effective
enough.

4.3.3. Cluster Group Formation

There are two ways to build cluster groups dependin if the network is location-aware or not. Foloeation-aware
network, the PAN Coordinator is assumed to knowpbsition of the Zigbee Routers. In this case,distance between
Zigbee Routers can be computed in meter. Howewer focation-unaware network, the distance betvwighee Routers
can be evaluated in number of hops. An algorithta the Disjkra or Bellman-Ford can be applied. Imatvfollows, we
present cluster group formation algorithm that barused for both cases.

Hence, the problem can be seen as a graph colpriafdem where each color refers to a given grouguster. This graph
must be run by the PAN Coordinator after collectighecessary information.

The first step of the algorithm is to construct giaphG = (v, E) whereV represents the set of Zigbee Routers Bribe
edges those vertices. At the start, the graphsisodinected. Assuming that the geographic positiéi@sgbee Routers are
known, the PAN-C connects Zighee Routers whose thsiance is lower thaminClusterDistance

In case of a location-aware network, the algorifbmconnecting the graph is the following.

Graph connection algorithm
max-degree = 0;
for i =1toN{
forj=1toi
if (dist(ZRi, ZRj) <=minClusterDistanceconnect(ZRi, ZRj);
max-degree = max(max-degree, degree(ZRi));

}

~N o Ol w NP

Fig. 14. Graph connection algorithm

The complexity of this algorithm i®(N?). In case of location-unaware networks, we singblgnge the condition in line 5
by replacing the distance expressed in meter betwégbee Routers by the distance expressed in nuofoleops. The
minimum number of hops from one Zigbee Router totla@r can be applied by simply running the Disjkhartest path
algorithm. Obviously, the accuracy of the distaagpressed in number of hops is lower than thatggagraphic distance.
At this step, we have a grah=(v,E) in which connected Zigbee Routers must belongfferént groups. This simply
can be achieved by graph coloring approach whete eertex would have a different color from anyath neighbor.

It has been shown in [14] that for a connected ly@phe minimum number of color needed, denoteg(&3, is bounded
by 4(G), which represents the maximum degree of a notien is not complete and does not contains an odd cycle
Otherwise the bound will be equal 4#G)+1.

Hence, in the algorithm above 4{G) (or 4(G)+1 in case of complete graph) is still higher thiaamaxClusterGroupNhr
then the algorithm can be re-executed for a loveduier ofminClusterDistance

In what follows we adopt the following simple seqtial heuristic for coloring the connected graplfFig. 15). First, all
Zighee Routers are set to a group inf (infinity)eaning that they are not assigned to any groupn,Teéach vertex is
assessed and assigned a group different from tbib#s neighbors. For each Zigbee Router, the groipach of its
neighbor will be removed from the group liSt, and then it will be assigned the minimum groupnber in the newly
obtainedGr list.

Since each node has at mosaxClusterGroupNbneighbors (otherwise, the number of cluster grouitisbe higher than
this value), the complexity of algorithm in Fig. E5ON* maxClusterGroupNBr Note in case of large number of Zigbee
Routers maxClusterGroupNbr is lower than N. In aafseeduced number of Zigbee RoutemsakClusterGroupNbr= N)
and the complexity i©(N?). After the execution of the group assignmenbetgm, the PAN Coordinator sends the result
in the next beacon frame, which will be forwardgdZigbee Routers to their Zigbee Router children.



Graph coloring algorithm for cluster grouping
1 Input: AgraphG = (V,E) whereV = (ZR...ZR\) of Zigbee

2 Routers connected according to the algorithmgn H.
3 Output: groups of cluster (each group correspond to a
color).
5  GroupList Gr =[1, 2, 3, ... maxClusterGroupNRjr
6  fori=1toNGroup (ZR) =inf;
7  fori=1toN{
8 Gr=1[1, 2, 3, ... maxClusterGroupNBgr
/leach node has at most maxClusterGroupNlyhhers
9 for (eachZR a neighbor oZR) do
10 Gr =Gr \ Group€R);
11 GroupZR) = min @Gr);
12 }

Fig. 15. Graph coloring algorithm for cluster grouping

4.3.4. Medium Access Mechanism

After receiving cluster grouping information froimeir parents, each Zigbee Router locates the tenieg allocated to the
group to which it belongs. During this time periedch Zigbee Router divides it into several timgqus according to the
number of groups it manages in its cluster. Thiermation will be transmitted to the associated emds explained in
Section 4.2.4. Fig. 16 shows the superframe strecarresponding to the H-NAME approach.
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Fig. 16. Medium access mechanism with H-NAME approach

In this case, we can differentiate between two dugrae types: (1) thglobal superframestructure as presented in Fig. 16
which shows the time period for each cluster grd@pthelocal superframestructure, which is proprietary to the cluster
and relative to the number of groups managed anthits the specification of the group access periahch cluster.

In this way, hidden-node problems will be avoideidhvthe H-NAMe hierarchical grouping strategy in itra-cluster
perspective, using its star-based grouping protaca also in a multi-clustered environment usingeéfective time
division approach with superframe scheduling, agicagy to the proposed algorithm.



5. Experimental Evaluation

5.1. Implementation approach

We have implemented the H-NAMe mechanism in nes@§ [27], over the Open-ZB implementation [28]tbé
IEEE 802.15.4/ZigBee protocols, to demonstratefésibility and efficiency using commercial-off-tsaelf (COTS)
technologies.

For that purpose, we carried out a thorough expartal analysis to understand the impact of theAMHd mechanism
on the network performance, namely in termsietfwork throughpu{S) andprobability of successful transmissiofis),
for differentoffered loadqG), in one cluster with a star-based topology. Bottrics have been also used to evaluate the
performance of the Slotted CSMA/CA MAC protocol [2Fhe network throughputy represents the fraction of traffic
correctly received normalized to the overall capaof the network (250 kbps). The success prohigh{is) reflects the
degree of reliability achieved by the network foicsessful transmissions. This metric is computethasthroughpuS
divided byG, representing the amount of traffic sent from dpelication layer to the MAC sub-layer, also norized to
the overall network capacity.

To ensure the reliability of the measurement precesme issues had to be considered, namely geamagtthat the
IEEE 802.15.4 physical channel was free from imtenfice from IEEE 802.11 networks, which operat¢hat same
frequency range. We have experimentally observatidbspite the distance to the nearest IEEE 80&téss point being
over 10 m, it definitely impact on the performamseasurements. The channel was often sensed agduwigyg the Clear
Channel Assessment (CCA) procedure) due to IEEE180&ansmissions. Hence, we chose an IEEE 802dtadnel
outside the IEEE 802.11 frequency spectrum (ChaB6gto perform the experimental evaluation. Chammegrity was
ensured using a spectrum analyzer. In additionthemaspect that was considered was the choicked® value to be
used in our experiments. To have a clearer idethenmpact of the hidden-node phenomenon indepdlydieam other
parameters, we have chosen a superframe ordecisnffy high SO = 8) to avoid the collisions related to the CCA
deference problem encountered for I8®, in the slotted CSMA-CA mechanism, as presentd@9h The CCA deference
problem occurs when it is not possible for a frafmebe transmitted in the remaining space of theedtgime and its
transmission must be deferred to the next oneldwSOand due to the lower superframe duration, it isenmrobable
that this deference occurs (in more nodes), reguith multiple collisions at the beginning of thexh superframe. The
reason is that, after the deference, the slotteAGSA protocol does not perform another backoff ggdure (only two
CCAs).

5.2. Test-bed scenario

The experimental test-bed consisted of 18 MICAzew¢80] (featuring an Atmel ATmegal28L 8-bit micoatroller with
128 kB of in-system programmable memory) scattérethree groups hidden from each other, a ZC amicdocol
analyzer Chipcon CC2420 [31], capturing the trafificprocessing and analysis (Fig. 17).

Fig. 17. Experimental testbed

The protocol analyzer generates a log file contgnall the received packets and the correspondimgstamps,
enabling to retrieve all the necessary data emlzkoiddne packets payload, using a parser applicati® developed.

The 18 nodes have been programmed to generatie tnathe application layer with preset inter-aatitimes. A similar
approach has previously been used in [29] for eatalg the performance of the CSMA-CA protocol. Ttheee node
groups were placed at ground level near wallsrdteoto reinforce the hidden-node effect (Fig.17).



To ensure that nodes in different groups were ot fadden, a simple test was carried out. A MICAptenwas
programmed to continuously perform the clear chhaasessment procedure, toggling a led when eneagydetected in
the channel. By placing this mote at different spwhile a group of nodes was transmitting, we vabie to identify an
area to place a new node group so that they waaildidden from the other groups. This procedure iepsated for each
group, in a way that nodes were divided evenlyhay3 groups (6 nodes/group).

5.3. Experimental results
Fig. 18presents the GAP created by the H-NAMe mechanism.
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Fig. 18. Groups allocation in the superframe
Each node group was assigned with four time slmtgrinsmission, which represents a theoreticahtitur of 983.04
ms per group$0O= 8). This allocation was made according to thegple of equal group access duration for an equal
number of nodes per group.

5.3.1 The node group-join procedure

Fig. 19 illustrates a packet capture of a group jeiquested by a node.
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Fig. 19. Packet analyzer capture of a group join
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In this example, a node with short address 0x0@@e ig. 17) requested to join a group. Noticebtbacon payload
featuring the GAP specification of the groups alsetormed (labeled (1) in Fig. 19).

The node initiated the process by sendin@Graup-join.requestmessage to the ZC (label (2)) and receiving an
acknowledgement. Then, all the other nodes inr#ssimission range replied withNeighbor.notifymessage (label (3)).
When the requesting node receives these messagiaswis that it shares a bi-directional link wite neighbors. As soon
as the timer for receivinijleighbor.notifymessages expires, the requesting node seh@sghbor.reportmessage to the
ZC identifying its neighbors (label (4)). The ZOheuthe H-NAMe intra-cluster grouping algorithm tesign a group to
that node and sends@Goup-join.confirmmessage, notifying the node of which group to jdatel (5)). The node, now
assigned to Group 1, can transmit during the GAfiggoreserved for Group 1 (see Fig. 18).



5.3.2. H-NAMe performance evaluation

The performance evaluation of the H-NAMe mechanis® been carried out usiBgp = SO= 8 (100% duty cycle), with a
constant frame size of 904 bits. Several runs vpenformed (one for each packet inter-arrival time),evaluate the
network performance at different offered loa@3. (

Fig. 20 presents the throughp@®8) @nd the success probabilifyg obtained from three experimental scenarios: aot
with hidden-nodes without using the H-NAMe mechani@riangle markers curve); the previous networlkgithe H-
NAMe mechanism (circle markers curve) and a netwwithout hidden-nodes (square markers curve). Tégiotied
average values for the throughput and probabilitguzcess were computed with a 95% confidenceviatdor a sample
size of 3000 packets at each offered load. Theerts@ variance is displayed at each sample paird kertical bar in
black. From these results, we can observe that avdéow offered loads H-NAMe leads to a considezapérformance
improvement. For instance, for an offered lo&) ¢f 30%, the success probabilityg using H-NAMe is roughly 50%
greater than without H-NAMe.
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Fig. 20. Experimental performance results

Considering higher loads, it is clear that the HN#\doubled the throughput of the conventional nekweaith hidden-
nodes. At 90% of offered loads], the throughput of the network using H-NAMe reedt67% and is increasing, while
without using H-NAMe a saturation throughput of 3&/@achieved, representing an improvement of niveia 1.00%.

Moreover, it is possible to observe that for higfered loads, the H-NAMe mechanism has actuallyaip% better
throughput performance than that of a network withtdden-nodes. This results from the lower prdligof collisions
with H-NAMe since at most 6 nodes (one group) codtdr the medium at a given time (GAP) instead®iodes in the
network without H-NAMe intra-cluster grouping.

In this experimental scenario, there were no packetransmitted (due to collisions). However, if e@nsider one
retransmission for each lost packet, the increastné number of transmissions would be significanthe case of the
network without H-NAMe, thus leading to a much heégkenergy loss, even at low offered loads. Notia forG = 30%,
Psis around 50% when H-NAMe is not used, meanirqg kialf of the packets transmitted did not readirttiestination.




In conclusion, it can be noticed that the H-NAMecmanism presents a significant improvement of teavork
performance in terms of throughput and successaibty, at the small cost of some additional owath to setup the
different groups in the networks.

6. Concluding remarks

In this technical report, we have provided a solutio a real fundamental problem in Wireless Sehsriworks (WSNSs)
that use contention-based medium access controlQMAthe hidden-node problem.

We have proposed a simple yet very effective meashan- H-NAMe — that eliminates hidden-node collisoin
synchronized multiple cluster WSNSs, leading to ioyad network throughput, energy-efficiency and ragestransfer
delays. H-NAMe follows a proactive approach (avdiittdden-node collisions before occurring) for agirig interference-
free node and cluster groups.

We have also showed how H-NAMe can easily be agpbethe IEEE 802.15.4/ZigBee protocols, which pr@minent
candidates for WSN applications. Finally, we hawglemented, tested, validated and demonstratedetdssbility and
effectiveness of the H-NAMe mechanism in a reahace, reaching a network performance improvemenitie order of
100%.
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